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P (z) denotes the probability generating function. M(z) denotes the moment generating
function.

Qα denotes the α-quantile of a distribution, also known as the α-Value at Risk

ESα[X] denotes the α-Expected Shortfall of X. This is also known as the α−TailVaR, or
the α-CTE.

The distribution function of the standard normal distribution is denoted Φ(x). The proba-
bility density function of the standard normal distribution is denoted φ(x).

The q-quantile of the standard normal distribution is denoted zq, that is Φ
(
zq
)

= q.

For counting distributions, pk denotes the probability function and pMk denotes the proba-
bility function for the associated zero-modified distribution.

Continuous distributions

Pareto(α, θ) Distribution

f(x) =
αθα

(θ + x)α+1
, F (x) = 1−

(
θ

θ + x

)α
,

E[X] =
θ

α− 1
, α > 1, Var[X] =

(
θ

α− 1

)2
α

α− 2
, α > 2,

E [X ∧ x] =
θ

α− 1

(
1−

(
θ

x+ θ

)α−1)
, α > 1,

E
[
Xk
]

=
k! θk

(α− 1)(α− 2)...(α− k)
, k = 1, 2, · · · , α > k,

E[X −Q|X > Q] =
θ +Q

α− 1
, α > 1.
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Lognormal(µ, σ) Distribution

f(x) =
1

xσ
√

2π
exp

{
−1

2

(
log x− µ

σ

)2
}
, F (x) = Φ

(
log x− µ

σ

)
,

E[X] = eµ+σ
2/2, Var[X] = e2µ+σ

2
(
eσ

2 − 1
)
,

E
[
Xk
]

= ekµ+k
2σ2/2,

E
[
(X ∧ x)k

]
= exp

(
kµ+

1

2
k2σ2

)
Φ

(
log x− µ− kσ2

σ

)
+ xk

(
1− Φ

(
log x− µ

σ

))
,

ESα[X] =
eµ+σ

2/2

1− α
Φ
(
z1−α + σ

)
.

Exponential(θ) Distribution

f(x) =
e−x/θ

θ
, F (x) = 1− e−x/θ,

E[X] = θ, Var[X] = θ2,

E
[
Xk
]

= k! θk, k = 1, 2, · · · ,

E [X ∧ x] = θ
(
1− e−x/θ

)
,

E[X −Q|X > Q] = θ,

MX(t) = (1− tθ)−1, t <
1

θ
.

Gamma(α, θ) Distribution

f(x) =
xα−1 e−x/θ

θα Γ(α)
,

E[X] = α θ, Var[X] = α θ2,

E
[
Xk
]

=
θkΓ(α + k)

Γ(α)
, k > −α

E
[
Xk
]

= α(α + 1)...(α + k − 1)θk, k = 1, 2, · · · ,

MX(t) = (1− tθ)−α, t <
1

θ
.
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Chi-squared(ν) Distribution

Gamma distribution with α = ν/2 and θ = 2.
ν ∈ N+ is the degrees of freedom parameter.

E[X] = ν, Var[X] = 2ν

MX(t) = (1− 2t)−ν/2, t <
1

2
.

Beta(a, b) Distribution

f(x) =
Γ(a+ b)

Γ(a)Γ(b)
xa−1(1− x)b−1, 0 < x < 1,

E[X] =
a

a+ b
, Var[X] =

a b

(a+ b)2(a+ b+ 1)
.

Normal(µ, σ2) Distribution

f(x) =
1

σ
√

2π
exp

{
−1

2

(
x− µ
σ

)2
}
, F (x) = Φ

(
x− µ
σ

)
,

E[X] = µ, Var[X] = σ2,

ESα[X] = µ+
σ

1− α
φ (zα) ,

MX(t) = etµ+t
2σ2/2.

Weibull(θ, τ) Distribution

f(x) =
τxτ−1

θτ
e−(xθ )

τ

, F (x) = 1− e−(x/θ)τ ,

E[X] = θ Γ

(
1 +

1

τ

)
, Var[X] = θ2

(
Γ

(
1 +

2

τ

)
−
(

Γ

(
1 +

1

τ

))2
)
.

Counting Distributions

Poisson(λ) Distribution

pk =
λk e−λ

k!
, a = 0, b = λ,

E[N ] = λ, Var[N ] = λ,

PN(z) = exp{λ(z − 1)}, MN(z) = exp{λ(ez − 1)}.
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Binomial(m,q) Distribution

pk =

(
m

k

)
qk(1− q)m−k, a = − q

1− q
, b =

(m+ 1)q

1− q
,

E[N ] = mq, Var[N ] = mq(1− q)

PN(z) =
(
1 + q(z − 1)

)m
, MN(z) =

(
1 + q(ez − 1)

)m
.

Bernoulli(q) Distribution
Binomial Distribution with m = 1.

Negative Binomial(r,β) Distribution

p0 =

(
1

1 + β

)r
, pk =

Γ(r + k)

Γ(r) k!

(
β

1 + β

)k (
1

1 + β

)r
, k = 1, 2, ... ,

=
r(r + 1) · · · (r + k − 1)

k!

(
β

1 + β

)k (
1

1 + β

)r
, k = 1, 2, ... ,

a =
β

1 + β
, b =

(r − 1)β

1 + β
,

E[N ] = rβ, Var[N ] = rβ(1 + β),

PN(z) =
(
1− β (z − 1)

)−r
, MN(z) =

(
1− β (ez − 1)

)−r
.

Geometric Distribution
Negative Binomial Distribution with r = 1;

Zero-Modified Distributions

pMk = pk ·
1− pM0
1− p0

, k = 1, 2, ...,
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Critical Values for Kolmogorov-Smirnov Test

ααα Critical Value
0.1 1.22/

√
n

0.05 1.36/
√
n

0.01 1.63/
√
n

Recursions for Compound Distributions

For N ∼ (a, b, 0) : fS(x) =

x∧m∑
y=1

(
a+ by

x

)
fX(y) fS(x− y)

1− afX(0)

For N ∼ (a, b, 1) : fS(x) =

(
p1 − (a+ b)p0

)
fX(x) +

x∧m∑
y=1

(
a+ by

x

)
fX(y) fS(x− y)

1− afX(0)

Discretization of the Severity Distribution

Method of local moment matching with k = 1:

f0 = 1− E[X ∧ h]

h
,

fi =
2E[X ∧ ih]− E[X ∧ (i− 1)h]− E[X ∧ (i+ 1)h]

h
, i = 1, 2, ...
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Empirical Bayes Credibility

Empirical Bayes parameter estimation for the Bühlmann model:

X̄i =

n∑
j=1

Xij

n
, X̄ =

r∑
i=1

X̄i

r
,

v̂ =
1

r(n− 1)

r∑
i=1

n∑
j=1

(
Xij − X̄i

)2

, â =
1

r − 1

r∑
i=1

(
X̄i − X̄

)2 − v̂

n
,

µ̂ = X̄, Ẑi =
n

n+ v̂/â
.

Empirical Bayes parameter estimation for the Bühlmann-Straub model:

mi =

ni∑
j=1

mij, m =
r∑
i=1

mi, X̄i =

ni∑
j=1

mijXij

mi

, X̄ =

r∑
i=1

miX̄i

m
,

v̂ =

r∑
i=1

ni∑
j=1

mij

(
Xij − X̄i

)2

r∑
i=1

(ni − 1)
, â =

r∑
i=1

mi

(
X̄i − X̄

)2 − v̂(r − 1)

m− 1
m

r∑
i=1

m2
i

Ẑi =
mi

mi + v̂/â
, µ̂ =

r∑
i=1

Ẑi X̄i

r∑
i=1

Ẑi

.
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Extreme Value Theory

The Gumbel Distribution

F (x) = exp

{
− exp

(
−x− µ

θ

)}
, θ > 0.

The Fréchet Distribution

F (x) = exp

{
−
(
x− µ
θ

)−α}
, x > µ; α > 0; θ > 0.

The Weibull EV Distribution

F (x) = exp

{
−
(
µ− x
θ

)τ}
, x < µ; τ > 0; θ > 0.

The Generalized Extreme Value Distribution

The distribution function is H(x) where

Hξ(x) =

{
exp

(
−(1 + ξx)−

1
ξ

)
ξ 6= 0, ξx > −1,

exp (−e−x) ξ = 0.

The GEV can be adjusted for scale and location, to give Hξ,µ,θ where

Hξ,µ,θ(x) =

{
exp

(
−(1 + ξ(x− µ)/θ)−

1
ξ

)
ξ 6= 0, (1 + ξ (x− µ)/θ) > 0,

exp
(
−e−(x−µ)/θ

)
ξ = 0,

The Generalized Pareto Distribution (GPD)

G(x) =

{
1−

(
1 + ξx/β

)− 1
ξ ξ 6= 0

1− e−
x
β ξ = 0

E[X] =
β

1− ξ
for 0 < ξ < 1

If X − d|X > d ∼ GPD(ξ, β) then

Qα = d+
β

ξ

((
SX(d)

1− α

)ξ
− 1

)

ESα =
1

1− ξ

(
Qα + β − ξ d

)
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The Hill Estimator

α̂Hj =

(
n∑
k=j

log(x(k))

n−j+1
− log(x(j))

)−1

(Note: the version of the Hill estimator in QERM is incorrect.)
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Outstanding Claims Reserves

Functions of development factors

If all claims are settled by the end of DY J , then

for j = 0, 1, ..., J − 1, λj =
J−1∏
k=j

fj; λJ = 1

for j = 0, 1, ..., J, βj =
1

λj

for j = 1, ..., J, γj = βj − βj−1; γ0 = β0

Tests for correlated development factors

Tj = rj

√
νj

1− r2j
, T =

∑
νj≥3

Tj(νj − 2)/νj∑
νj≥3

(νj − 2)/νj

Under the null hypothesis, T ≈ N(0, v) where v =
1∑

νj≥3
((νj − 2)/νj)

.

Test for calendar year effects

Zk = min(Sk, Lk); Z =
I−1∑
k=1

Zk.

Under the null hypothesis, approximately:

E[Zk] =
nk
2
−
(
nk − 1

mk

)
nk
2nk

Var[Zk] =
nk(nk − 1)

4
−
(
nk − 1

mk

)
nk(nk − 1)

2nk
+ E[Zk]− E[Zk]

2

E[Z] =
I−1∑
k=1

E[Zk]; Var[Z] =
I−1∑
k=1

Var[Zk];
Z − E[Z]√

Var[Z]
∼ N(0, 1)
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The Bühlmann-Straub Model of Outstanding Claims

mi = β̂I−i; s2i =
1

I − i

I−i∑
j=0

γ̂j

(
Xi,j

γ̂j
− Ĉi,J

)2

m =
I∑
i=0

mi; C =

I∑
i=0

Ci,I−i

m

v̂ =
1

I

I−1∑
i=0

s2i ; â =

I∑
i=0

mi

(
Ĉi,J − C

)2
− Iv̂

m− 1
m

I∑
i=0

m2
i

Zi =
β̂I−i

β̂I−i + v̂/â
µ̂ =

I∑
i=0

Zi Ĉi,J

I∑
i=0

Zi

Mack’s Model

σ̂2
j =

1

I − 1− j

I−1−j∑
i=0

Ci,j

(
fi,j − f̂j

)2
for j ≤ I − 2

Var
[
Ci,J − Ci,I−i|Ci,I−i

]
≈ Ĉ2

i,J

J−1∑
j=I−i

σ̂2
j

f̂ 2
j Ĉi,j

.

(
Ĉi,J − E [Ci,J |DI ]

)2
≈ Ĉ2

i,J

J−1∑
j=I−i

σ̂2
j

f̂ 2
j Sj

MSEP
(
R̂
∣∣DI) ≈ I∑

i=1

Ĉ2
i,J

J−1∑
j=I−i

σ̂2
j

f̂ 2
j

 1

Ĉi,j
+

1

Sj

+ 2
I−1∑
i=1

Ĉi,J

 J−1∑
j=I−i

σ̂2
j

f̂ 2
j Sj

 (
I∑

l=i+1

Ĉl,J

)
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