
 

 



certainly not new. However, revival of deep learning was possible 
after 2010 and onwards due to drastically more computational 
power from GPUs, bigger datasets, and some key algorithm 
tweaks—mainly dropout and AdaGrad to increase accuracy 
rates. Moreover, the unique feature of deep learning is that it 
allows individual parts of the model to be trained independently 
of the other parts.5

Deep learning models can recognize human faces with more 
than 97 percent accuracy, as well as recognize arbitrary images 
and even moving videos. Deep learning systems now can pro-
cess real-time video, interpret it, and provide a natural language 
description. It is becoming increasingly established that deep 
learning can perform exceptionally well on problems involving 
perceptual data like speech recognition image classification and 
text analytics.6

Up until the recent past, the artificial intelligence (AI) 
portion of data science was looked upon cautiously due 
to its history of booms and flops.1 In the latest stream 

of events, major improvements have taken place in this field 
and now deep learning, the new leading front for AI, presents a 
promising prospect for overcoming problems of big data. Deep 
learning is a method of machine learning that undertakes calcu-
lations in a layered fashion starting from high level abstractions 
(vision, language and other AI related tasks) to more and more 
specific features2. Deep learning algorithms essentially attempt 
to model high-level abstractions of the data using architectures 
composed of multiple non-linear transformations. The machine 
is able to progressively learn as it digests more and more data, 
and its ability to transform abstract concepts into concrete real-
ities has opened up a diverse plethora of areas where it can be 
utilized. Deep learning has various architectures such as deep 
neural networks, deep belief networks, Deep Boltzmann ma-
chines and so on that are able to handle and decode complex 
structures that have multiple non-linear features.3

Deep learning offers us considerable insight into the relatively 
unknown unstructured data which is 80 percent of the data that 
we generate as per IBM.4 While traditional data analysis before 
2005 focused on just the tip of the iceberg, the big data revolu-
tion sprang up and now deep learning offers us a better glimpse 
into the unconscious segment of data that we know exists, but is 
constrained in realizing its true potential. Deep learning helps 
us in both exploring the data and identifying connections in 
descriptive analytics for ratemaking, but these connections also 
help us in price forecasting what the result will likely be, given 
the particular combination as the machine learns from the data.

Deep learning has inputs, hidden layers where they are trans-
formed by the weights/biases and output which is achieved 
through choice of activation function from various functions 
available (Softmax, sigmoid, hyperbolic tangent, rectified linear, 
maxout and so on). The weights/biases are learned by feeding 
training data to the particular deep learning architecture. 

A de-mystified foundation of deep learning is that deep learning 
is mostly a way of using backpropagation with gradient descent 
and a larger number of hidden neural network layers, which is 
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In a single formula, this is the formula for neural networks (for 
hyperbolic tangent activation function).7

So that essentially, p(x) = linear + non- linear.

Aside from exposures, the other side of ratemaking of general 
insurance is losses and loss trends. By building deep learning 
models we can analyze images to estimate repair costs. Also deep 
learning techniques can be applied to automatically categorize 
the severity of damage to vehicles involved in accidents. This 
will more quickly update us with more accurate severity data for 
modeling pure premiums.8

Deep learning is becoming the method of choice for its excep-
tional accuracy and capturing capacity for unstructured data. 
This is also emphasized ahead in the section machine learn-
ing-unstructured data mining and text analytics.9

One issue, however, with deep learning is trying to find the 
hyper-parameters that are optimal. The possible space for con-
sideration is very large and it is difficult and computationally 
intensive to understand each hyper parameter in depth. One 
potential solution that the author of this report identifies is the 
possible use of a genetic algorithm to find optimal hyper pa-
rameters. Genetic algorithms are already used on GLMs on R 
“glmulti” packages to select optimum GLM equation as per a 
given criteria usually Akaike Information Criterion or Bayesian 
Information Criterion.

Moreover, another algorithm has been used to optimize both 
structure and weights of a neural network. ES HyperNEAT is 
Evolving Substrate Hyperbolic Neuroevolution Of Augmenting 
Topologies developed by Ken Stanley. It uses a genetic algorithm 
to optimize both the structure and weights of a neural network. 
Following from this, maybe the ES HyperNEAT framework can 
be extended to deep learning so that a genetic algorithm can 
optimize both the structure and weights of the neural networks 
in deep learning as well.10

Another problem is over-fitting. Machine unlearning can be 
used to solve this. We will try to explain machine unlearning in 
one sentence. Machine unlearning puts a new layer of a small 
number of summations between the training data and the learn-
ing algorithm so that the dependency between these two is elim-
inated. Now the learning algorithms depend only on the sum-
mations instead of the individual data from which over-fitting 
can arise more easily. No retraining or remodeling is required.11

Finally, there are huge numbers of variants of deep architectures 
as it’s a fast developing field and so it helps to mention other 
leading algorithms. This list is intended to be comprehensive 
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but not exhaustive since so many algorithms are being devel-
oped.12, 13

1.  Deep High-order Neural Network with Structured Output 
(HNNSO)

2. Deep convex networks
3. Spectral networks
4.  noBackTrack algorithm to solve the online training of RNN 

(recurrent neural networks) problem
5. Neural reasoner
6. Reccurrent Neural Networks
7. Long short term memory
8. Hidden Markov Models
9. Deep belief networks
10. Convolutional deep networks
11. LAMSTAR 
12.  a) Large memory storage and retrieval neural networks
13.   b) Increasingly being used in medical and financial appli-

cations
14. Deep Q-network agent 
15.  a) Used by Google DeepMIND 
16.   b) Based on reinforcement learning, which is a major 

branch of psychology, aside from evolution  n

     DECEMBER 2016 PREDICTIVE ANALYTICS AND FUTURISM  |  47


	PredictiveAnalyticsand FuturismISSUE 14 • DECEMBER 2016
	From the Editor: Insightsfrom a Dead Salmon!
	Chairperson’s Corner:On Volunteering,Learning, and a Sense ofCommunity
	Looking Back and Ahead
	Making PredictiveAnalytics Our Own
	Deciding What toResearch: How to Spotand Avoid Bias
	Five Myths andFacts about ArtificialIntelligence
	Abstractions & WorkingEffectively AlongsideArtificial Intellects
	Machine Learning: AnAnalytical Invitation toActuaries
	Use Tree-basedAlgorithm for PredictiveModeling in Insurance
	Creating a Useful TrainingData Set for PredictiveModeling
	The Random GLMAlgorithm: A BetterEnsemble?
	Collaborative Filtering forMedical Conditions
	Getting Started withDeep Learning andTensorFlow
	Guide to Deep Learning
	Introduction to UsingGraphical ProcessingUnits for Variable AnnuityGuarantee Modeling

