
 

 



from the rug it was shrugged in  during stressed market condi-
tions when high loss ratios then systematically prove the premi-
um rates to be underpriced and unsustainable.

In other words, are we causing the fat tail problem2 by our prac-
tices? Even if not, what can be done to reduce the fatness of such 
tails and bring the hidden uncertainties onto the surface explicitly?3

A fat tail exhibits large skew and kurtosis and so there is a higher 
probability for large losses compared to other distributions like 
normal distributions as shown by the diagram below. This high-
er loss tendency remains hidden under normal market condi-
tions only to resurface in times of higher volatility. Complexity 
scientists call fat tails the signature of unrecognized correlations. 
Fat tails are an indicator that cascading risks are influencing the 
probability distribution.

While our discussion does not provide an exhaustive guide to the 
machine learning tools and algorithms available to the actuary, it 
provides an outline of them while supplying a context for them in 
the ratemaking process.

We argue that what was perceived as uncertain can now be made less 
uncertain with machine learning. Also the uncertainty should be cap-
tured from where it was partly generated like risky classes were un-
derwritten which later lead to greater pricing uncertainty and so on.

Machine learning has brought about an explosion of algorithms 
in recent times. As actuaries are not traditionally trained for 

This post highlights the various value-additions that machine 
learning can provide to actuaries in their analytical work for 
insurance companies. As such, a key problem of swapping 

specific risk for systematic risk in general insurance ratemaking is 
highlighted along with key solutions and applications of machine 
learning algorithms to various insurance analytical problems.

“In pricing, are we swapping specific risk for systematic risk?”1

The hypothesis is that in normal market conditions, premiums 
are kept at low levels to increase revenues and market share. The 
traditional approach requires precise figures (point estimates) and 
so leads to understatement of uncertainty. This keeps a comfort 
level for us, but the hidden risk of underpricing in our premium 
estimates is hardly given the attention it merits. This crops up 
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machine learning, and because there are so many algorithms, it 
can lead to ‘paralysis through analysis’ where one is confounded 
by so many choices (R’s Caret package of machine learning has 
147+models) and decides instead to do nothing but follow previ-
ous precedent. The mindmap above, still not exhaustive, made by 
Jason Brownlee at Machine Learning Mastery highlights a num-
ber of diverse classes and subclasses of algorithms and approaches 
applied in Machine Learning:4

Each of these models has a different bias, and hence its own 
strengths and weaknesses relative to other algorithms and areas 
of application. It is certainly not possible to discuss many of these 
algorithms so we will try to stick to “actionable insights” produced 
from focusing on a small number of relevant algorithms.

With regards to pricing uncertainty and ratemaking applications 
generally, machine learning can be applied in ratemaking in a 
number of ways:

• Exploring our data;
• Predictive modeling; and
• Unstructured data mining and text analytics.

EXPLORING OUR DATA
Decision trees such as hidden decision trees or random forests can 
allow us to see the map and the critical paths upon which the data 
is proceeding. Thus, the trend and nature of even huge datasets 
can be understood through decision trees.5 Decision trees are un-
supervised methods of learning which means that they expose the 
trends within the data without relying only on what the analyst is 
interested in querying.

Clustering, especially K-means clustering, is an imperative al-
gorithm that exposes different clusters operating within a given 
data.6 This can tell us the groupings within claim registers and 
premium registers like one cluster can be that bodily injuries are 
associated with third parties that are associated with non-luxury 
vehicles that are commercial and so on.

For time series decomposition, there are R codes available for 
running this decomposition algorithm. Basically, decomposition 
of time series takes a real-data time series and breaks it down into: 
1) trend (long term), 2) seasonal (medium term); and 3) random 
movements.7 Such decomposition can have huge potential in un-
derstanding trends in data. For instance, claims data have trends 
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that follow an underwriting cycle and mimic the economic cycle 
closely. An instance for a seasonal trend can be higher sales of 
travel insurance in spring break and summer breaks and so on.

PREDICTIVE MODELING
Aside from exploring the data, various uncertain elements of risks 
can be captured by predictive modeling as well.

Generalized Linear Models (GLMs) can be applied to arrive at a 
distribution of frequency and severity of claims. Mostly Gamma 
or Lognormal distributions are fitted to severity data and Poisson 
or Negative Binomial to frequency. Another approach is to direct-
ly apply Tweedie distribution on pure premium.

GLMM is a natural extension to GLM models as the linear pre-
dictor now contains random effects as well to incorporate fuzzi-
ness and give a stochastic feel for enhanced pricing.8

Predictive modeling using GLMs and GLMMs can also be as-
signed to categorize a particular policy into its proper risk catego-
ry, like into predictive risk for claim likelihood for a particular pol-
icy and so on (unacceptable risk, high risk, medium risk, low risk, 
etc.). Separate modeling can then be done for each major risk cat-
egory so as to expose greater insight into the ratemaking process.9 

The results from the separate models can act as a feedback loop 
to the risk and underwriting categories of how valid and reliable 
these categories are, and promote greater cooperation between 
underwriting function and the claim/reserving function, which is 
vital to generating adequate risk-adjusted premiums.

While it is important to select optimum risks for predictive mod-
eling and ratemaking on a broad level, it is also vital to take the 
notion of fairness into account. There have been a couple of back-
lashes around ratemaking such as a law not allowing the use of 
gender to quote prices, controversial social images of using credit 
scores to quote premiums and most recently, pricing optimiza-
tion where customers and regulators have pointed out that simply 
market dynamics like price elasticity and consumer preferences 
should not lead to different premiums and that only risk factors 
(and not market factors) should lead to premium differentiation.10

Complexity scientists also favor use of power law distributions, 
like the Pareto-Levy distribution, for any modeling purpose. This 
should be tried by the actuary to apply it on severity data and 
compare its results with other distributions to see if any improve-
ments have been achieved.11

UNSTRUCTURED DATA AND TEXT MINING
It is well known that 80 percent of data is unstructured. Unstruc-
tured data is the messy stuff every quantitative analyst tries to 
traditionally stay away from. It can include images of accidents, 
text notes of loss adjusters, social media comments, claim docu-
ments and review of medical doctors, etc. Unstructured data has 
massive potential, but has never been traditionally considered as a 
source of insight before. Deep learning is becoming the method 
of choice for its exceptional accuracy and capturing capacity for 
unstructured data. The traditional relational databases use rows 
and columns in handling data, but NoSQL (Not-Only-SQL) 
uses a number of other components such as giving unique key or 
hash tagging to every item in the data. Insurance companies can 
utilize NoSQL databases like MongoDB, Cloudera and Hadoop 
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because they capture so many elements of reserving that were 
deemed belonging to the domain of uncertainty before, as they 
were too messy and qualitative.12

Text mining utilizes a number of algorithms to make linguistic and 
contextual sense of the data. The usual techniques are text pars-
ing, tagging, flagging and natural language processing.13 There is 
a correlation between unstructured data and text mining as many 
unstructured data is qualitative free text like loss adjusters’ notes, 
notes in medical claims, underwriters’ notes, and critical remarks 
by claim administration on particular claims and so on. For in-
stance, a sudden surge in homeowners’ claims in a particular area 
might remain a mystery, but through text analytics, it can be seen 
that they are due to rapid growth in mold in those areas. Another 
useful instance is utilizing text analytics when lines have little data 
or are newly introduced, which is our research aim here.14

Sentiment analysis/opinion mining over expert judgment on level 
of uncertainty in reserves can also prove fruitful. Natural Lan-
guage Processing (such as in Stanford ‘CoreNLP’ software avail-
able free for download15) is a powerful source of making sense out 
of the texts.

Claim professionals often have more difficulty in assessing loss 
values associated with claims that are commonly referred to as 
“creeping cats.”16

These losses typically involve minor soft tissue injuries, which are 
reserved and handled as such. Initially, these soft tissue claims are 
viewed as routine. Over time, however, they develop negatively. 
For example, return-to-work dates get pushed back, stronger pain 
medication is prescribed, and surgery may take place down the 
road. Losses initially reserved at $8,000–$10,000 then become 
claims costing $200,000–$300,000 or more. Since these claims 
may develop over an extended time period, they can be difficult 
to identify. Creeping cat is a big problem for emerging liabilities 
because mostly, we do not fully know what we are dealing with. 
Emerging risks like cyber-attacks, terrorism, etc., have shown to 
have huge creeping cat potential.

As discussed, predictive models can review simulated claim data 
from agent-based modeling, network theory and other methods 
mentioned in this report for similarities and other factors shared 
by such losses, thereby alerting the claims professional to emerg-
ing risks that may have creeping cat potential. With this infor-
mation, strategies and resources can be applied at a point in time 
where they can be most effective in an effort to achieve the best 
possible outcome and control cost escalation. Additional loading 
on premiums can also be given on areas with higher creeping cat 
potential.

In conclusion, by measuring and exposing areas of uncertainty 
that are traditionally not considered, we can reduce our chanc-
es of swapping specific risk for systematic risk in our ratemaking 

procedures and lessen fatness of the tails and handle emerging 
liabilities in a more resilient manner.

Moving these data collection policies and the uses of this data 
from the subconscious to our consciousness is a first step in the 
process of potentially applying big data in a business context. The 
use of big data and analytics has rapidly evolved from a back-room 
niche to a strategic core competency.17

In conclusion, actuaries will have to understand and appreciate the 
growing use of big data and the potential disruptive impacts on 
the insurance industry. Actuaries will also need to become more 
proficient with the underlying technology and tools required to 
use big data in business processes.18  n

     DECEMBER 2016 PREDICTIVE ANALYTICS AND FUTURISM  |  27


	PredictiveAnalyticsand FuturismISSUE 14 • DECEMBER 2016
	From the Editor: Insightsfrom a Dead Salmon!
	Chairperson’s Corner:On Volunteering,Learning, and a Sense ofCommunity
	Looking Back and Ahead
	Making PredictiveAnalytics Our Own
	Deciding What toResearch: How to Spotand Avoid Bias
	Five Myths andFacts about ArtificialIntelligence
	Abstractions & WorkingEffectively AlongsideArtificial Intellects
	Machine Learning: AnAnalytical Invitation toActuaries
	Use Tree-basedAlgorithm for PredictiveModeling in Insurance
	Creating a Useful TrainingData Set for PredictiveModeling
	The Random GLMAlgorithm: A BetterEnsemble?
	Collaborative Filtering forMedical Conditions
	Getting Started withDeep Learning andTensorFlow
	Guide to Deep Learning
	Introduction to UsingGraphical ProcessingUnits for Variable AnnuityGuarantee Modeling

