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1. INTRODUCTION

Actuaries are familiar 
with the interaction of 
art and science in their 

work. Some view underwriting 
in the same way, perhaps con-
cluding that underwriting leans 
more toward art than science. 
With the advent of powerful 
computers and predictive mod-
eling tools, it is possible to an-
alyze survival data and produce 
statistically credible underwrit-
ing models that predict relative 
mortality risk among individu-
als based on demographic infor-
mation and relevant conditions. 
In this paper, we will discuss 
the use of the Cox Proportional 
Hazards Model in developing a 
predictive underwriting model 
that produces a mortality mul-
tiplier for each individual.

Further, we wished to quantify 
the impact on survival, if any, 
of certain subpopulations. We 
were looking to validate the 
time–accepted concepts of the 
wealth effect (beyond the scope 
of this paper) and anti-selection 
in our population.

Cox Proportional  
Hazards Model
The Cox Proportional Hazards 
Model was introduced in 1972 
as a method to examine the 
relationship between survival 
(mortality) and one or more 
independent variables, called 

explanatory variables. Some 
advantages of the Cox mod-
el are that it can handle many 
underwritings on the same life 
and can utilize data that is right 
censored; i.e. subjects can leave 
the study at any time or the 
study can end before all sub-
jects have died. The Cox model 
does not require knowledge of 
the underlying (base) survival 
curve, but we will see that this 
advantage is also a challenge 
when analyzing mortality.

Cox Model results are ex-
pressed as the logarithm of the 
hazard so technically, the rela-
tive risk factor for each variable 
is obtained by raising e to the 
power of the log(hazard) ; e.g. 
consistent with Gompertz. The 
relative risk factor is interpret-
ed just as it sounds: it describes 
the force of mortality relative 
to the reference. A relative risk 
factor of two for a condition 
means the subject is twice as 
likely to die as another subject 
who does not have that condi-
tion.

As an aside, we utilized the R 
statistical package to produce 
our survival models. It is partic-
ularly well-suited for this type 
of analysis. Other popular sta-
tistical packages, such as SAS, 
also contain survival models us-
ing the Cox algorithms.

3. INPUT DATA
For this exercise, we had avail-
able to us over 200,000 un-
derwriting events on 80,000+ 
unique senior lives, which took 
place over a 15 year period, 
primarily in the life settlement 
market. Figure 1 is a graphic 
description of the major sub-
populations of the universe of 
senior lives and the populations 
we studied. At the highest level, 
there is the general senior pop-
ulation. Some of these seniors 
have purchased insurance, cre-
ating a subpopulation, which 
can be further broken into two 
subpopulations; those who ac-
tually sold their policies on the 
secondary market and those 
who contemplated such a sale, 
but for some reason, did not 
conclude the sale. These latter 
two subpopulations were the 
basis for our study of antiselec-
tion. There is also a small pop-

2. THE ISSUES
The most important issue was 
that of the underlying mor-
tality distribution. We already 
had produced mortality tables 
that varied by age/gender/to-
bacco use. What then should 
we do with the results that also 
calculated the impact of these 
variables? We decided to use 
our existing base tables after 
reviewing the model results for 
consistency with them.

It was also very important to 
ensure that the explanatory 
variables were truly indepen-
dent. If not, spurious results 
would ensue. We also had to re-
define certain variables, such as 
BMI, where the risk was actual-
ly related to straying from the 
ideal BMI measurement, rather 
than the measurement itself. 
There were many other issues, 
too numerous to mention in a 
paper of this length.
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ulation of college-educated se-
niors, some of whom can also be 
associated with the other popu-
lations above, which formed the 
basis for our study of the wealth 
effect. This data included de-
mographic information such as 
age, gender, dates of birth and 
dates of death. It also includ-
ed various underwriting con-
ditions such as BMI, smoking 
status and indicators for various 
diseases. Included were favor-
able conditions, such as family 
history of longevity and good 
exercise tolerance.

4. CREATING COX 
PROPORTIONAL  
HAZARDS MODELS
There was significant data 
preparation involved. We set up 
the reference population, which 
we chose to be males who were 
age-appropriately active, who 
did not sell their policies and 
did not use tobacco. Variables 
were determined to be either 
continuous (age, BMI), where 
the condition has infinite pos-
sible values, or binary (CAD, 
osteoporosis), where the con-
dition either exists or does not. 
This required considerable 
judgment and depended on 
the availability and form of the 
data.

Once the data were prepared, 
we began the process of de-
termining which conditions 
were statistically significant in 
predicting mortality. We un-
derwent an iterative process. 
The Cox models were run with 
every variable included at first. 
We then we reran the models, 
first eliminating most of those 
variables with a p-value greater 
than 0.2. This means we were 
excluding those conditions 

where the probability that the 
relative risk shown was due to 
random fluctuation was over 
20 percent. These models were 
again rerun, this time elimi-
nating those conditions with 
a p-value greater than 0.1. Fi-
nally, we reran the models, in-
cluding only those conditions 
where the p-value was at most 
0.05.

Figure 2 represents partial 
output from our models, con-
sisting of conditions that were 
included in all runs even if they 
did not meet the criteria for 
continued inclusion above. As 
we advanced through the pro-
cess, we felt strongly that these 
were fundamental variables 
that clearly impacted surviv-
al and should be included in 
the analysis regardless of their 
p-values. In reality, only one 
variable would have been elim-
inated, presumably due to data 

                                                                                    All (<=0.05)
Log (hazard) Hazard Lower CI Upper CI P-Value

Age 0.077 1.080 1.075 1.085 –

Actual BMI less ideal BMI 0.002 1.002 1.001 1.002 0.000

Recurrent Cancer 0.458 1.581 1.365 1.832 0.000

Female (0.365) 0.694 0.649 0.742 –

Active for their age (0.141) 0.869 0.802 0.942 0.001

Sedentary 0.200 1.221 1.054 1.415 0.008

Unknown activity level 0.102 1.107 1.031 1.189 0.005

Family history of longevity (0.087) 0.917 0.857 0.981 0.012

Family history of super longevity (0.240) 0.787 0.722 0.857 0.000

College-educated population member 0.267 1.306 1.117 1.526 0.001

Settled population member (0.370) 0.691 0.650 0.734 –

Current smoker 0.635 1.887 1.693 2.103 –

Discontinued smoking 0.178 1.195 1.128 1.267 0.000

Rare smoker (0.339) 0.713 0.266 1.911 0.501

Tobacco replacement 0.576 1.780 1.187 2.668 0.005

Unknown tobacco use 0.119 1.127 1.018 1.247 0.021

Figure 2

Reference: Male, nonsmoker, normal activity level
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of other conditions that were 
shown to be mildly protective, 
things such as BPH, sleep ap-
nea, use of blood thinners and 
benign colon polyps. We con-
cluded that these were indica-
tors of frequent/better quality 
of health care, which would al-
low for early detection and mit-
igation of more serious risks.

5. BUSINESS OUTCOMES
This analysis was the basis for 
changes in our debit/credit un-
derwriting model. We replaced 
an additive model based only 
on clinical judgment with one 
that was more consistent with 
mortality research and provid-
ed us the flexibility to continue 
to factor in clinical judgment 
where appropriate. n

scarcity. Light and dark gray 
shading indicates that a con-
dition is hazardous/protective, 
with the 95 percent confidence 
limits and p-values also shown. 
For example, the female haz-
ard is 0.694 of that of males 
(1.0 as males are the reference) 
and the smoker hazard is 1.887 
times that of nonsmokers. For 
the other explanatory variables, 
many were eliminated as the 
p-value criteria became more 
stringent. 

Conclusions
The most important conclusion 
that we drew from this exercise 
was that despite our best efforts 
to quantify every aspect of un-
derwriting, there is still con-
siderable judgment brought to 
bear in that process. However, 
there is also much useful infor-

mation that predictive models 
can provide us because of their 
ability to process large amounts 
of data quickly and efficiently. 
We did validate the anti-selec-
tion that occurs between those 
who actually sell their policy 
versus those who do not. Some 
results confirmed our clinical 
judgment; for example, an ac-
tive lifestyle or family history 
of longevity are indicators of 
higher survival rates. Other 
things went against our clinical 
judgment; for example, cardiac 
related conditions, while still 
hazardous, were no longer as 
significant as we thought.

Then there were the confound-
ing results. Hyperlipidemia was 
shown to be protective. We at-
tributed this to the ubiquity of 
statins. There were a number 
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