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PERSONAL DEVELOPMENT
Battling Cognitive Bias
By Mary Pat Campbell

Editor’s Note: This article originally appeared in the April 2010  issue 
of The Stepping Stone.

While often in actuarial work we find suboptimal behav-
ior on the part of policyholders (an understatement 
sometimes … one can find all sorts of crazy behavior 

in transaction records), we assume that we, as actuaries, do not 
suffer many of the irrationalities one finds in the general public. 
In our own fields, at least, we follow good decision-making and 
problem-solving procedures, right?

To this I say: what makes us think we’re better than scientists?

Time and time again, one hears stories where a commonly seen 
effect is ignored by scientists for years as “noise,” “coincidence” 
or “irrelevant.” Only later, other people without these built-in 
preconceptions can make real breakthroughs.

For example, in the article “Accept Defeat: The Neuroscience of 
Screwing Up,” author Jonah Lehrer recounts the story of Arno 
Penzias and Robert Wilson, who had been trying to make a 
detailed map of the Milky Way. They had built a very sensitive 
radio telescope, and in tuning it up, discovered some “noise” 
wherever they pointed their telescope. Their original assumption 
was that there was something wrong with their setup or their 
equipment, and thus spent a long time troubleshooting some-
thing that wasn’t actually trouble.

But that background radiation never went away.

For a year they simply ignored that “noise” to make the mea-
surements they had set out to make. Luckily, they did decide to 
really look into it, and considered the “noise” to be a very real 
signal—this “noise” was evidence of the Big Bang, and Penzias 
and Wilson later shared the Nobel Prize in Physics because of 
this discovery.

How often has this happened to you—you entirely miss a solu-
tion to a problem, because you have already decided on an answer 
and ignore all signals outside of your expectation?

Being aware of the biases built into our brains can help us com-
bat them. One can’t fix what one doesn’t know is broken. Given 

there are so many biases, I will concentrate on two, and possible 
remedies for them.

CONFIRMATION BIAS
Definition: the tendency to seek evidence that confirms one’s preferred 
explanation or solution, and avoid evidence that contradicts or discon-
firms it.

Though science has some processes that are supposed to prevent 
this, it happens all the time. One may prematurely hit upon an 
explanation and solution, and then one actively seeks further 
evidence that cements one even more strongly to that position. 
Alternative solutions are ignored or discounted.

Confirmation bias doesn’t necessarily mean explicitly ignor-
ing contradictory or disconfirming evidence. Usually, all that is 
involved is not deliberately seeking out anything that would show 
flaws in the predetermined decision. Kevin Dunbar, who studies 
how scientists actually do science in the lab, had found many 
times that scientists would go to a certain point to explain away 
anomalous results, but would simply label such results as outliers 
or throw them away and not publish them. Imagine if Penzias and 
Wilson kept masking out that universal background radiation?
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Another example of this bias can be found in Professor Michael 
A. Robert’s study of the 2003 Columbia space shuttle disaster. 
Managers at NASA had already decided that foam strikes weren’t 
dangerous to the shuttles, and set up a system that would keep 
confirming that decision while not seeking out anything that 
might show those strikes to be dangerous.

Launch cameras weren’t maintained properly, so they couldn’t get 
a good estimate of how much damage had occurred to Columbia 
upon launch. Previous foam strikes didn’t end in disaster (but 
they were much smaller than the strike that ultimately destroyed 
Columbia). One engineer did think there was a danger, but he was 
actively ignored by the mission managers, while an expert who 
didn’t think the strikes were a problem was consulted.

They didn’t want to hear there was a problem, and thus there was 
no problem.

Then the shuttle disintegrated upon reentry. That’s a problem 
that’s hard to ignore.

SUNK COST EFFECT
Definition: the tendency to take into account investment (of time, effort, 
money, other resources) already spent in deciding whether to continue a par-
ticular course of action. The previously spent resources are the “sunk costs.”

Of all the cognitive biases, you would think this one would be 
the easiest for the economically literate to battle. We know that 
if resources have already been spent, we cannot go back in the 
past and un-spend them. So any decisions about our future efforts 
should ignore what has been done in the past. Our cost/benefit 
analyses should include only those costs that have yet to be paid 
(and, likewise, the benefits that we haven’t already received).

However, this is extremely hard to battle, because oftentimes 
one’s ego is bound up in a past decision. Ignoring those sunk 
costs may make it more likely to make a rational decision to walk 
away from something that is a poor bet going forward, but then 
it would also mean admitting that a previous choice made was 
wrong. How often has one seen a project limp, bleeding money to 
the bitter end because someone had made a big bet and couldn’t 
admit it hasn’t panned out?

Consider the tragedy on Mount Everest in 1996, which ended 
in death for many climbers due to a bad decision influenced by 
several cognitive biases.

One of the safety rules formulated by expert climbers was that if 
one couldn’t get to a certain point on Everest by a certain time in 
attempting to summit, you were to return to camp. But the climb-
ers had worked so hard and paid so much to get to the summit, 
they felt they couldn’t turn around even though they’d overshoot 
the time deadline by two hours. They ignored their own safety 
rule due to sunk cost effects.

There were other biases also at play, such as the recency effect, 
where the climbers were biased by recent weather experience 
on Everest, and overconfidence, where the lead climbers had so 
many successes, they underestimated the chances for trouble. For 
further explanation, check out Michael A. Robert’s lectures on 
“The Art of Critical Decision Making.”

POSSIBLE REMEDIES
All is not lost—there are ways to lessen the effect of cognitive 
biases in our own work.

1. Awareness
As noted before, if you aren’t aware these can be problems, you’re 
not going to be able to combat them. One method is to look at 
examples of these biases from famous cases, as one isn’t personally 
involved in them and can cast a more rational eye on them.

2. Review the Past
This may be a harder step. This involves reviewing your own 
past work and decisions, and trying to seek out these tendencies. 
Not everyone is as equally affected, and finding out which biases 
are your particular weaknesses can help you focus your efforts 
in the future.

3. Change the People
Sometimes, the only way to have an impartial review of a project 
or decision is to bring in other people who were not involved in 
the original decisions. The sunk cost effect is easy to avoid if one 
wasn’t the person who sunk those costs to begin with. Bringing 
in outside consultants can be useful, but again one needs to be 
careful that those hiring the consultants and deciding on their pay 
(and whether said consultants will be hired for future projects) 
aren’t going to influence the consultants to come up with a fore-
gone conclusion.

4. Change the Group Dynamics or Composition
As opposed to taking outside people to replace the ones who 
make the decision, sometimes it’s enough to mix up insiders with 
diverse areas of expertise and experience.

Sometimes, the only way to 
have an impartial review of a 
project or decision is to bring 
in other people who were 
not involved in the original 
decisions.
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In researching scientific problem-solving, Kevin Dunbar noted a 
difference in two labs, both of which had the same experimental 
problem that needed solving. One of the two labs solved their 
problem much more quickly—the lab that had a more diverse 
composition in terms of expertise. The faster-solving group had 
biochemists, geneticists, graduate students, and molecular biol-
ogists; they all had different training and different perspectives 
going into the problem-solving process. The slower-solving 
group was composed solely of E. coli experts; they shared the 
same assumption sets and the same training.

It’s hard to suffer confirmation bias when group members have 
different positions they’re trying to confirm. Individually, peo-
ple may have problems, but as long as they’re not all aligned 
in the same direction, the diversity of thought can help solve 
problems better.

Mary Pat Campbell, FSA, MAAA, PRM, is vice 
president, insurance research, at Conning in Hartford, 
Connecticut. She can be reached at marypat.
campbell@gmail.com.
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5. Check Assumptions and Actively Seek  
Disconfirming Evidence
Perhaps you are not solving in the group, but alone. Your per-
spective is all you’ve got, and so some of the above fixes may not 
be open to you. However, if you turn your implicit assumptions 
into an explicit list, and actively try to see if your assumptions are 
wrong, you can combat confirmation bias. It does require active 
discipline and a willingness to find your assumptions flawed.

The above recommendations come from the material in Lehrer’s 
and Roberto’s work. I have my own recommendation in dealing 
with sunk costs, though not easily implemented. What really 
helps in treating sunk costs as sunk is having had to cut one’s 
losses in the past for something really big. If you’ve had to change 
course—change a career, drop out of graduate school (the deci-
sion I made after six years of graduate work)—doing it a second 
time becomes that much easier, at least in my experience.

While it’s less painful to learn from other people’s mistakes, learn-
ing the lesson directly makes it more likely to stick.  n




