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How to Build a Model
By Richard Xu, Dihui Lai, Minyu Cao, Scott Rushing, and Tim Rozar 
 
This article first appeared as appendix b of the Lapse Modeling for the Post-Level 
Period: A Practical Application of Predictive Modeling report, sponsored by the SOA’s 
Committee on Finance Research. It is reprinted here with permission.

Note: The commands that need to be entered into R are dis-
played in bold italics, while the return from the R software 
is in this Courier font. Please note that R is a 
command-line system. To perform functions, a user is re-
quired to type in every command.

DATA LOADING 
In the following R script, we assume the sample data file is 
called “SampleData2014SOAPM.csv”, which is a comma 
delimited text file. To load the data into the R system, the 
following command should be executed, assuming the file 
is located in “C:/Data”: 

> lapseData <- read.csv(“C:\\data\\SampleData-
2014SOAPM.csv”, header=TRUE) 

The option of “header=TRUE” indicates that the names of 
the data fields are included in the data file. Since this is also 
the default setting, it can be ignored. 

After reading the data, the R system assigns the whole data-
set to an object called “lapseData”. This object has the data 
structure called “data frame”. The data frame structure is 
equivalent to a worksheet in an Excel file, with rows (record 
index) and columns (data fields) available for data manipu-
lation. 

R has other options to import data including from an Excel 
file, a database, the internet, or manually importing it into R 
by hard-coded R scripts.

DATA EXPLORATION
Once loaded, there are numerous ways to examine the data. 
Below are the two most common procedures to understand-
ing the volume and  characteristics of the data.

The ‘summary’ command returns the distribution of each 
field provided in the data. 

B uilding an effective and robust model requires a 
solid foundation in statistics and practical experi-
ence in statistical applications. For those wanting to 

increase their modeling skills, we recommend further study 
of statistical algorithms (such as GLM and decision trees) 
and additional development of applicable technical skills.

This Appendix serves as an introduction to a few basic mod-
eling techniques. For a more complete and comprehensive 
understanding of statistical modeling, a formal study pro-
gram would be beneficial. 

The software and programming language used for this ex-
ample is called R and is accessible to the public as an open-
source application. There are no license restrictions. The 
system is expandable by design and offers very advanced 
graphic capabilities. As of June 2014, there are more than 
5,800 add-on packages and more than 120,000 functions 
available under the R framework. R is developed based on a 
modern statistical language, which is very close to C/C++. 
A large online community is available to support learning, 
in addition to the built-in help system.

However, the learning curve for learning the R language and 
software environment can be quite steep. Additionally, there 
are limitations in using R such as the demands on memory, 
single thread in CPU utilization, limited graphic user inter-
face, limited GUI, etc. Some of these problems can be ad-
dressed by the many add-on packages.

The example that follows is based on a hypothetical dataset 
and is intended for educational purposes. The data file is at-
tached to this document and can be downloaded from SOA 
website where the main document is located. A few simple 
steps are provided to demonstrate a simplified approach to 
building a model in R.
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The ‘head’ command returns the first 6 records in “lapseData”. 

> head(lapseData) 

Other commands for data exploration include dim(), 
names(), tail(), aggregate() and many more.

MODEL CREATION
After the basic understanding of the data is obtained, one 
can start building a model. In the dataset, our target variable 
is the number of lapses per number of policies exposed per 
unit of time (in this case, one year).

In this sample model, the Poisson distribution is used and 
logarithm is the default link function. 

The number of lapses is called ‘LapsedN’ in our model and 
‘Exposure’ reflects the number of policies exposed for the 
corresponding duration. To reflect this in the model and 
since the link function is the logarithm, the offset is the loga-
rithm of ‘Exposure’.

log(LapsedN / Exposure) = log(LapsedN) – log(Exposure) 

As we can see from the preceding equation, subtracting 
“log(Exposure)” on the right side of the equation as an off-
set is equivalent to dividing by ‘Exposure’ on the left side of 
the equation, which changes the lapse count to the lapse rate 
which is what is being modeled here.

> Model1 <- glm(LapsedN ~ offset(log(Exposure)) + 
FaceAmount + PremiumMode + RiskClass + IssueAge, 
family=poisson(), data=lapseData) 

In the above command, “glm” is the specified model family, 
and ‘family=poisson()’ is the specified distribution. Since 
the default link function of logarithm is what’s needed, it is 
not necessary to specify in the bracket. The target variable is 
‘LapsedN’, and there are 4 explanatory variables: ‘FaceA-
mount’, ‘PremiumMode’, ‘RiskClass’, and ‘IssueAge’.

After the model is fit with the data, the model results can be 
checked with the following command: 

>summary(lapseData)



32 | FORECASTING & FUTURISM JULY 2015

HOW TO BUILD A MODEL | FROM PAGE 31

The distribution of deviance residuals is displayed in a sum-
mary format. The deviance residuals are similar to the stan-
dardized error terms.

Following the list of deviance residuals are the predic-
tor variable list, the coefficients and other statistics which 
have the same format as a standard Ordinary Least Squares 
(OLS) model.

The deviances of a null model and the current model are 
stated at the end of the output. The AIC (Akaike information 
criterion) is also calculated for generic GLM distributions 
such as the Poisson, Gamma, and Normal distributions. The 
last line of the output displays the number of iterations of 
numeric analysis in the GLM algorithm.

> summary(Model1) 
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After initial iterations of the model, higher orders of covari-
ates and cross-terms need to be considered to account for the 
significant interactive effects between the predictor variables.

For this particular sample dataset, the cross term between 

‘PremiumMode’ and ‘IssueAge’ can be tested to improve 
the model’s predictive power.

Here are the R script and results: 

> Model2 <- glm(LapsedN~offset(log(Exposure))+FaceAmount+PremiumMode+RiskClass + IssueAge + 
PremiumMode:IssueAge, family=poisson(),data=lapseData)
> summary(Model2)

CONTINUED ON PAGE 34
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As seen in the result, by adding the cross term, the AIC is 
significantly reduced from 3462 to 1506 and residual devi-
ance decreases from 2,395 to 428. The inclusion of the cross 
term substantially improves our model’s performance.

It is tempting to add as many cross-terms as possible to 
improve the model performance. However, it is important 
to balance the model fit with both simplicity and business 
judgment.

A model should be validated to test its effectiveness. There 
are many techniques available for this purpose; however, 
they will not be discussed here due to the scope of this brief 
introduction.

PREDICTION AND RESULT VISUALIZATION
After the model is built, the model is then used to predict 
lapse rates. 

> lapseData$pred <-predict(Model1, lapseData, 
type=”response”) 

In this command, the model “Model1” is applied to the data-
set “lapseData”. The prediction is the response of the model, 
which is the predicted mean value. Other options are avail-
able, such as confidence level and uncertainty.

With both predicted values and observed values available, 
plots can be made to illustrate the model’s goodness of fit by 
comparing the model’s predicted lapses to the actual lapses.

R has very strong built-in graphic capabilities. There are nu-
merous packages available for data visualization. It is simple 
to export the plots to the clipboard or a stand-alone file in 
popular formats such as .pdf or .bmp. To make an A/E plot, 
data needs to be calculated and aggregated. In the following 
example, A/E is calculated by premium mode and risk class. 

> byPred <- aggregate(pred ~ 
PremiumMode+RiskClass, data = lapseData, FUN = 
sum) 
> byObsv <- aggregate(LapsedN ~ 
PremiumMode+RiskClass, data = lapseData, FUN = 
sum) 
> AERatio <- byObsv[,3]/byPred[,3]
> AERatio 

[1] 1.0030546 0.9903241 0.9767918 1.0517889 

The last command displays the values of A/E ratios. Once 
the ratios are calculated, the following R scripts will plot 
the ratio, display the title, show the label on the X-axis, and 
draw a red line at 100% as reference: 

> plot(AERatio,xlab=”PremiumMode+RiskClass”, 
ylab=”AE Ratio”, xaxt=’n’, ylim=c(0.9,1.1), pch=18) 
> title(“A/E vs. Premium Mode and Risk Class”) 
> axis(1, at=1:4,labels=c(“NS-Annual”,”NS-
Monthly”,”SM-Anual”,”SM-Monthly”), las=0) 
> abline(1,0,col=”red”)
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A/E vs. Premium Mode and Risk Class

Another option is to export the results data to a file and per-
form data visualization in other applications such as Excel. 
This approach is probably more appealing to actuaries since 
actuaries are more familiar with Excel. The following script 
can be used to accomplish this:

> write.csv(lapseData,”modelDataFile.csv”)

With this command, R will write the contents of “lapseDa-
ta” into a file in the default directory with the name “mod-
elDataFile.csv.” 
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