# Nontraditional Variables in Healthcare Risk Adjustment 

Sponsored by

# Society of Actuaries' Health Section 

Prepared by

## Syed Muzayan Mehmud

July 2013

WAKELY
CONSULTING GROUP
www.wakely.com

The opinions expressed and conclusions reached by the author are his own and do not represent any official position or opinion of Wakely Consulting Group, the Society of Actuaries or its members. The Society of Actuaries makes no representation or warranty to the accuracy of this information.
Contents
Acknowledgments ..... 4
Executive Summary ..... 6

1. Conceptual Framework ..... 15
1.1 Motivation \& Purpose ..... 15
1.2 Research Questions ..... 19
1.3 A Step-by-Step Example: Income Level ..... 19
1.3.1 Understanding the Results ..... 32
1.4 Literature Review ..... 37
2. Results ..... 38
2.1 Traditional Variables ..... 38
2.1.1 Gender. ..... 39
2.1.2 Age ..... 44
2.2 Nontraditional Variables ..... 46
2.3 Demographic Variables ..... 47
2.3.1 Years of Education ..... 47
2.3.2 Worked for Pay ..... 50
2.3.3 Family Size ..... 51
2.3.4 Occupation Group ..... 52
2.3.5 Census Region ..... 54
2.3.6 Marriage Status ..... 56
2.3.7 Insurance Coverage ..... 58
2.3.8 Hispanic Ethnicity ..... 59
2.4 Economic Variables ..... 61
2.4.1 Employment Status ..... 61
2.4.2 Person's Wage Income ..... 62
2.4.3 Income Level. ..... 64
2.5 Lifestyle Variables ..... 65
2.5.1 Restricting High Fat / Cholesterol ..... 65
2.5.2 Smoking ..... 66
2.5.3 Advised to Exercise More ..... 68
2.5.4 Problems with Health \& Social Activities ..... 69
2.5.5 Attitude towards Healthcare Utilization ..... 71
2.5.6 Energy ..... 72
2.5.7 Socially Limited ..... 73
2.5.8 Physical Activity ..... 74
2.5.9 Risk Aversion ..... 76
2.5.10 Attitude towards Healthcare Insurance ..... 77
2.5.11 Problems with Getting involved in Sports or Hobbies ..... 78
2.5.12 Body Mass Index (BMI) ..... 79
2.6 Psychological Self-Assessment Variables ..... 81
2.6.1 Problems Having Fun ..... 81
2.6.2 Mental Health ..... 82
2.6.3 Cognitive Limitations ..... 83
2.6.4 Feeling Calm and Peaceful ..... 84
2.6.5 Work Limited due to Mental Issues ..... 86
2.7 Physical Self-Assessment Variables. ..... 87
2.7.1 Limited in Moderate Activities ..... 87
2.7.2 Pain Interfered with Normal Life ..... 88
2.7.3 Difficulty in Climbing Stairs ..... 89
2.7.4 General Health Today ..... 90
2.8 Geography ..... 91
3. Methodology ..... 95
3.1 Analysis Design ..... 95
3.2 Data Preparation ..... 95
3.2.1 Medical Expenditure Panel Survey ..... 96
3.2.2 Data Sampling ..... 98
3.2.3 Expenditure Variables ..... 100
3.2.4 Variable Winnowing. ..... 101
3.2.5 Variable Transformation ..... 102
3.3 Risk Scoring ..... 102
3.4 Statistical Metrics ..... 103
3.4.1 Statistical Significance ..... 103
3.4.2 Test of Coefficient Statistical Significance ..... 104
3.4.3 Coefficient of Determination ..... 105
4. Limitations \& Recommendations ..... 106
Appendix: Literature Review ..... 108
Works Cited ..... 111

## Acknowledgments

I am very grateful to the members of the Project Oversight Group (POG), who supported this project through their time and expertise. A special thanks to Steven Siegel, Research Actuary for the Society of Actuaries, for his insight and for moderating the many discussions with the POG panel during the course of this work. The Society of Actuaries Project Oversight Group provided review, guidance, and support. The group comprises:

| John Bertko | Ian Duncan | Rafi Herzfeld |
| :--- | :--- | :--- |
| Vincent Kane | Darrell Knapp | Tom Messer |
| Bernie Rabinowitz | Tia Sawhney | Craig Schmid |
| Khristina Shields | Steven Siegel | John Stark |
| Sara Teppema |  |  |

A special thanks to Daniel Bailey and Ross Winkelman for their review of this report, and to Tia Sawhney for her valuable insights and review. Several findings of this report draw from and build upon her work in this area (Sawhney, 2012).

Thanks to Xingyi Qin (Wakely) for orchestrating the difficult and tedious data preparation, to Levi Mercer (Wakely) for researching several of the nontraditional variables, to Tajammul Hussain (Wakely) for researching published literature on the subject, and to Evan Morgan (Wakely) for his help with editing.

Last but certainly not least, thanks to Barbara Scott of the Society of Actuaries for expertly coordinating the multiple POG calls and schedules.

Syed M. Mehmud

May 7, 2013

Author Contact: SyedM@Wakely.com

Risk adjustment of any kind is inherently imperfect. Read this paper to better understand the limitations of risk adjustment, how to evaluate the limitations, and the potential business impact of the limitations. Such an understanding is essential for actuaries working with risk adjusters.

## - Tia Goss Sawhney, DrPH, FSA

This paper takes the refreshingly practical approach of connecting sublime improvements in predictive modeling with very tangible, meaningful impacts to bottom line margins. While most predictive modeling research focuses on gains in accuracy, it is often unclear if those gains translate into significant business differences. Syed's approach finally connects the last dots by directly relating improved accuracy to the most relevant aspect of an insurer's finances: the loss ratio. His approach starts out with a solid foundation including well accepted and easily accessible variables. Next he introduces novel insights using non-traditional but still practically accessible variables. However, his conclusions make their most meaningful impact by comparing loss ratios between insurers under various scenarios. For anyone seriously interested in health-care risk adjustment and how to effectively comprehend its impact, this paper is very much worth the time invested.

## - Rafi Herzfeld, FSA, MAAA

The business of risk adjustment has come a long way since the publication of the Academy's "Monograph Number One" with the title, "Health Risk Assessment and Health Risk Adjustment-Crucial Elements in Effective Health Care Reform" in May 1993. Less than ten years later, we had hospital inpatient diagnosis-based approaches, such as the model used by the Market Stabilization Pool for small group and individual coverage in NYS in conjunction with mandated community rating. The PIP-DCG approach for Medicare + Choice, also inpatient only, soon followed. This was superseded by the CMS-HCC model developed for Medicare Advantage in 2004, which used inpatient and professional claim diagnoses, and was the most sophisticated risk tool to be used on a large-scale up to that time, and is still evolving in its use today. Like the proliferation of the advancing technology that made them possible, the complexity and sophistication of risk adjustment models has increased significantly in the past couple decades. With the passage of the Affordable Care Act (ACA), risk adjustment will be required for non-grandfathered commercial small group and individual coverage both inside and outside Exchanges. The risk adjustment approach chosen is not an easy one for the novice to understand. Many health insurers and HMOs question whether it will produce equitable results across all members and all carriers throughout the system. Using a structured and scientific approach, Syed Mehmud has examined a long list of non-traditional drivers of health cost, chosen the most relevant ones, and tested their effect on bottom-line medical cost when included in the traditional risk adjustment formula. While a couple of his results may seem counter-intuitive on first glance, Syed's approach is sound, and it certainly gives uncertain carriers a sure-fire method to answer the question for themselves. Syed has a proven track record of significant contributions to the rapidly developing science of predictive modeling and risk adjustment. With the help of Syed's most recent work and the time it will save carriers, payers can more quickly get down to the business of containing cost and insuring more members. Free from the concerns that go with monitoring and marketing around the risk profile of the insured population, it will be interesting to see what happens to cost, access, and quality over the next several years. We may even achieve the Triple Aim!

- Daniel Bailey, FSA, MAAA


## Executive Summary

The Affordable Care Act (ACA) includes the mechanism of risk adjustment in commercial small group and individual markets in order to further the policy goals of premium stabilization, mitigating incentives for issuers of healthcare coverage policies (issuers) to avoid unhealthy members, and to remove any advantages or disadvantages for plans inside healthcare exchanges compared to plans outside of such exchanges. The importance of risk adjustment to these policy goals cannot be overemphasized, and details such as the variables that are included in the risk assessment formula affect the extent to which the program is successful in meeting these goals.

Risk adjustment models have included variables such as demographic (i.e. age and gender) and clinical markers based either on ICD-9 diagnosis codes and/or pharmacy codes such as the National Drug Codes (NDCs). Literature points to other variables such as geography, Body Mass Index (BMI), education, and income that also explain the variation in healthcare cost - but have hitherto not been included in risk adjustment programs mainly because such variables are not typically found in claim data. If these nontraditional variables explain meaningful variation in cost beyond traditional risk adjustment models then this may provide incentives for issuers to select certain members. If such incentives lead to selection that affects the financial performance of issuers - then the policy goals of the risk adjustment program will be undermined.

Recognizing the importance of fortifying risk adjustment programs against selection based on nontraditional variables, the Society of Actuaries' Health Section sponsored an in-depth study into the relationship of nontraditional variables with health costs. This report presents the results of this study. We used the Medical Expenditure Panel Survey (MEPS) data in this research. Specific details concerning the data and preparation can be found in Section 3.2. This data is unique in that it includes a large number of individual characteristics (from BMI to whether a person has difficulty enjoying hobbies) together with healthcare claim data. There are limitations to the use of MEPS data, and these limitations are discussed further in Section 4.

The results of this research demonstrate that it is important to adjust the traditional risk adjustment model in order to recognize nontraditional variables. The report develops a new measure (Loss Ratio Advantage or LRA) to help quantify the potential of a nontraditional variable to affect a risk adjustment program. With the help of this measure, the report compares the importance of over thirty
variables that were systematically narrowed down from a list of over fifteen hundred variables describing various characteristics of the general population (i.e. the purchasers of healthcare insurance coverage). The nontraditional variables were broadly categorized into (1) demographic, (2) economic, (3) lifestyle, (4) psychological self-assessment (i.e. how a person feels about their mental health), and (5) physical self-assessment.

The Loss Ratio Advantage or LRA indicates the difference in loss ratios between an issuer (i.e. Issuer A) that is able to select the more profitable $50 \%$ of the market based on a nontraditional variable and another issuer (i.e. Issuer B) that enrolls the remaining 50\%. In this manner the influence of a nontraditional variable can be directly linked to financial performance. This research shows that financial performance is the correct perspective with which to study the performance of nontraditional variables, and not statistical performance, for example. Further discussion on this very important point is included in Section 1.3.

The following graphic illustrates (albeit in a simplified way) the core concept of the LRA measure. Issuer A is able to select the $50 \%$ of the market that has the lowest risk adjusted expenditure based on a nontraditional variable. Issuer B enrolls the remaining 50\%. Assuming Issuer A's risk score is 0.85 and expenditures are actually 0.80 of average while Insurer B's risk score is 1.15 and expenditures are actually 1.20 , then allowing $20 \%$ for administration and margin, the loss ratio may be calculated as the ratio of expenditure to risk adjusted revenue. For example, for issuer $A$, this becomes [expenditure=0.80] / ([premium $=1.2$ ] x [risk score $=0.85$ ]) or $78 \%$ while loss ratio for insurer $B$ is $1.20 /$ $(1.2 \times 1.15)=87 \%$. This calculation produces a difference in loss ratio of $9 \%$ between the two issuers. This is the LRA. In this case, it exceeds typical profit margins, and is therefore a very significant result from a business perspective. The calculations in the graphic are simplified, and the calculations used in this research are explained in Section $1.2^{1}$.

[^0]

Figure 1 below shows the selected demographic nontraditional variables and their associated LRA values. Detailed results for each of these variables are presented in Section 2.

Figure 1: Loss Ratio Advantage (LRA) by demographic nontraditional variables


Figure 1 shows that geographic region is a powerful additional variable in the risk adjustment formula and can be used to segment customers such that one issuer has almost a $9 \%$ advantage on loss ratio than another (all other things being equal). Geography is considered as a nontraditional variable in this research since it is not typically a part of the risk assessment model calibration. 'Calibration' of a model involves ensuring that all the relevant independent variables are fitted such that the coefficients appropriately represent the application at hand. While geography is typically not an independent variable in risk assessment models, it is often times a rating variable (as it is in the ACA risk adjustment program). While having geography as a rating variable limits its potential use in selecting members, the potential may not be eliminated entirely. This point is developed further in Section 2.8.

An important point developed in this research is that fitting the residuals generated by a modeling approach (regression) may not be the best way to address evidence of bias by a nontraditional variable category (e.g. such as geographical areas). The reason is that in fixing one bias in this manner can introduce other (potentially) more serious ones - for example by age/gender categories. A nontraditional variable needs to be part of the overall model calibration in order to mitigate bias simultaneously by the key data groupings that are of interest. The data groupings we are keenly interested in are the ones which, if the risk score is biased with respect to estimating expenditure, may be used to segment the customer base and thereby select individuals in order to maximize profit. Please see Section 1.3 for further details on the important topic of introducing nontraditional variables in a risk adjustment model.

As a simplification, we developed a scale based on the LRA values in order to compare variables. We classified LRA metrics below $3.3 \%$ as low impact variables, $3.3-6.0 \%$ as medium impact variables, and over $6.0 \%$ as high impact variables. For example, Figure 1 shows that years of education has a medium business impact in a risk adjusted program. We can see that gender has no (i.e. zero) impact, since this variable is already included in traditional risk adjustment. Age has a small impact - which owes to the fact that the age categories used to test for bias are different than the ones used in the risk adjustment model. This makes an important point that simply including a variable in risk adjustment may not mitigate bias for every re-categorization of that variable, and that this needs to be explicitly tested.

Figure 2 summarizes the results for the economic category of variables. These variables mostly deal with income and also include employment status (i.e. a person's employment status at the time of data collection). The total-wage and employment status variables have a medium influence in a risk adjusted program. Further details on these variables are available in Section 2.4.

Figure 2: Loss Ratio Advantage (LRA) by economic nontraditional variables


Figure 3 summarizes the results for the lifestyle category of variables. The variable that produces the largest impact on financial performance deals with whether health has stopped social activities. In the case of this variable, Issuer A selects those members who responded that 'health stopped social activities none of the time', whereas Issuer B enrolls the rest. After going through the calculations of risk adjustment and risk transfer similar to those that will be used during ACA implementation - Issuer A has a loss ratio of $80 \%$ whereas Issuer B has a loss ratio of $88.2 \%$ (hence an LRA of $88.2-80=8.2 \%)$. Other medium impact variables include whether a person felt energetic, or whether they felt that purchasing health insurance was a good investment. Further details on these rather interesting lifestyle variables are available in Section 2.5.

Figure 3: Loss Ratio Advantage (LRA) by lifestyle nontraditional variables


Figure 4 summarizes the results for the psychological category of variables. We have heard and read about positive thinking and potential associated benefits. It appears that individuals that feel calm and peace 'all of the time' also cost less than their risk scores would suggest, and thus are preferred by Issuer A; resulting in a medium impact. Also having a medium impact is a variable that indicates whether mental health limited work during the time that data was collected. Perceived mental health status also produced material differentiation between our hypothetical issuers, with Issuer A selecting those persons that perceived themselves as being in 'excellent' or 'good' mental health. Further details on these interesting psychological variables are available in Section 2.6.

Figure 4: Loss Ratio Advantage (LRA) by psychological nontraditional variables


Figure 5 summarizes the results for the physical category of variables. Most of the variables selected for presentation in this report produce medium or high impact. As one might intuitively expect - variables that deal with physical status are the most important and the most directly linked with healthcare costs. There were many other physical status variables that we studied and are not included in this report. Most of these variables communicated similar information and so we tried to limit redundant conclusions. A physical status variable describing whether pain limited normal activity produced the highest differentiation between issuers in a risk adjusted market. Issuer A preferred enrolling members that indicated pain did not limit their normal work at all.

This forms a theme in this research, a theme that is generally but not always true. Issuer A prefers to enroll individuals indicating a better physical, mental, or socio-economic status. In this manner, issuer A is typically cutting a check to issuer B in a risk adjusted environment, yet still coming out ahead on loss ratio comparisons. However this is not always true - as in the case of the geography variable. Geography produces one of the highest loss ratio differentials, yet in that case, Issuer A receives a payment from Issuer B. Note that the result should not be interpreted as saying that an issuer that makes a payment fares better; this seems generally true only in the case where the issuer is also utilizing a nontraditional variable to segment the population and select customers. Further details on these interesting physical variables are available in Section 2.7.

Figure 5: Loss Ratio Advantage (LRA) by physical nontraditional variables


It is infeasible to include all of the nontraditional variables discussed above in a risk adjustment formula. The practical limitation is that if any variable is included in the formula - then information on that variable needs to be collected and input to the formula. It is practically impossible to consistently collect information such as 'does an individual have trouble climbing a flight of stairs' in a database for risk adjustment ${ }^{2}$. In this research we propose a model that includes (1) coverage type (i.e. whether an individual was uninsured or commercially insured), (2) total wages, and (3) geography in the risk adjustment formula. This information may be more feasibly collected than most other variables discussed in this report, and also has a significant impact in mitigating selection potentials for these three nontraditional variables. This model may not mitigate selection potential for any other nontraditional variables; however, data on such variables may not be available to issuers anyway.

Section 2.8 covers geographical adjustments and concludes that it is important to consider rating area adjustments - not only from the perspective of geographic proximity or health network adequacy - but also in terms of patterns in risk adjusted costs. Such patterns may inform development of rating areas for purposes of a risk adjustment program.

[^1]It is important to make a few remarks about how to interpret results from this study. This study is not a 'cookbook' in terms of how to strategize marketing activities or any other selection effort. Nor should the results be relied upon by policy makers to adjust risk adjustment programs without checking to see if the results hold when data for a specific application is considered. While this study used a specific data source and risk adjustment
 model, results for an issuer or policy maker will vary by the data, model, and methodology that are used. The most important outcome of this work is the conceptual framework and high level conclusions rather than specific numbers. The author hopes that this work is extended by other researchers, and applied towards risk adjustment programs in order to improve them and mitigate selection incentives that may otherwise persist.

Last but certainly not least - one issue discussed in this report is the importance of model calibration. Ignoring nontraditional variables for a moment, a basic traditional variable such as age/gender can present a strong incentive for selection if a model is not well-calibrated to the application at hand. The largest selection potential discovered in this research does not involve a nontraditional variable - rather it has to do with not properly calibrating the model in terms of age and gender of members. This issue is discussed further in Section 2.1.

While this report is lengthy, hopefully it is also interesting and exciting. Please feel free to contact the author who would love to hear any comments, questions, or suggestions.

## 1. Conceptual Framework

This research report presents a large number of results. In order to fully understand them it will be useful to carefully review the development of the conceptual framework that includes the selection of nontraditional risk adjustment variables, model development, statistical metrics, and presentation of results. Section 1 presents the key concepts and questions that are explored in this report. More importantly, it provides the conceptual and statistical tools needed to understand the standard layout of results that is used throughout this report. In this regard, reviewing Section 1.3 may be especially important prior to reviewing results in Section 2.

### 1.1 Motivation \& Purpose

Risk assessment models have an important role in the healthcare system today, and tomorrow. Medicare and Medicaid plans currently use risk assessment models to adjust capitation payments to private sector contractors. Health care reform legislation mandates the use of risk adjustment in the commercial healthcare market in order to stabilize premiums and remove the incentive for health insurers to select healthy individuals. The importance of the risk adjustment mechanism in achieving the policy goals of the Affordable Care Act (ACA) cannot be overemphasized.

Issuers of healthcare policies will be pricing their 2014 products assuming that the purchasers will be an 'average risk'. As the phrase implies, an average risk is an individual that is expected to cost the same as the average of all of the individuals in that age cohort in a market. Around June of 2015, the issuer will receive a payment if purchasers were actually higher than average risk, or have to make a payment if they were lower than an average risk. In this manner an issuer can price to an average risk year over year - this promotes premium stabilization - while not having to worry about who takes up coverage since revenue is adjusted after the benefit year. This process mitigates the incentive for risk selection. The risk adjustment program should also decrease implicit conservatism that issuers may otherwise build into their rates in expectation of enrolling individuals with unknown health status (HHS, 2012).

To summarize, the following is a list of major policy goals of a risk adjustment program (ACA or otherwise):

- Mitigate incentives for health plan issuers to avoid unhealthy members (selection)
- Promote stable premiums
- Remove any advantages or disadvantages for plans inside the exchange relative to plans outside it; hence payments and charges are applied to all non-grandfathered individual and small group plans inside and outside exchanges (HHS, 2012)
- Foster competition in the market on the basis of medical and administrative efficiency and quality of service and care, rather than on the ability to select risk (Rosenblatt, et al., 1993)
- Promote financial soundness in the system by avoiding spiraling losses to issuers that experience adverse selection
- Compensate health plan issuers fairly and equitably for the risks they assume (Rosenblatt, et al., 1993)

Like most actuarial exercises, risk adjustment is not perfect - in this case, the imperfections, if not properly understood and addressed, may undermine the policy goals of the ACA risk adjustment program. In this report, we explore an important question with potentially serious implications. What happens when a risk adjustment mechanism does not adequately remove the incentive for selection? Health actuaries are well aware of the so-called 'death spiral' that may occur when an issuer experiences significant ongoing adverse selection. Can that happen even in a risk adjusted market?

The way it can potentially happen is if the risk adjustment mechanism does not adequately compensate an issuer for the assumed risk. For example, consider the hypothetical case of a chronic disease such as diabetes. A risk adjustment model such as the Department of Health and Human Services' ACA condition category model (HHS model) assigns a risk weight to this condition. The risk weight is about 1.3 for adults in a 2014 platinum plan. This implies that a person with diabetes is expected to cost about 1.3 times more than an average person without diabetes in the same demographic cohort and metallic plan. This is an average expectation, but in reality, individuals with a specific healthcare condition have costs that are typically distributed across a spectrum from low to high cost. There will be individuals with diabetes who will not cost much more than an average individual without the condition, and there will be those that will cost much more than 1.3 times the cost of an average individual without diabetes. If there were ways to identify these two different theoretical subgroups of individuals, then a strong incentive for selection would persist even after the revenue is risk adjusted.

In concept, an issuer that is able to attract membership on the healthier side of the spectrum for any specific condition will be credited with revenue based on the expected cost of that condition, however, the actual cost to that issuer will be lower (leading to an increase in profitability). Conversely an issuer that is left with the remaining individuals who are more morbid will not be fully compensated for the assumed risk. Competition in markets may suffer if issuers exit due to adverse selection (or for other reasons), and premium rate disruptions could occur as membership for existing issuers changes significantly as a result. Such a worst case scenario illustrates how both of the main policy goals of risk adjustment may be undermined if the door is left ajar for selection activities and significant selection occurs.

The mechanism of risk adjustment attempts to mitigate or eliminate (close the door on) selection by adjusting revenue based on health status. In traditional risk adjustment models health status is typically determined through demographic (i.e. age and gender only) and clinical information, specifically diagnosis codes and medications recorded in claim data for an individual. While there have been a fair number of developments in the relatively new science of risk adjustment in the last decade, the use of demographic and clinical information has essentially remained the same. In this report, we collectively refer to this information as traditional risk adjustment variables (age, gender, and diagnosis/pharmacy codes). The door on selection is not fully closed though, as these traditional variables do not explain all the variation in healthcare cost. On a concurrent basis, the best risk adjustment models explain about 20-50\% of the variation in cost (Winkelman \& Mehmud, 2007). In other words, this is less than half of the way to a full explanation. If a model could be devised that could do better - an issuer could identify and target customers while receiving a higher revenue credit through a traditional risk adjustment program relative to the assumed risk.

At this juncture, it is useful to say a few words about why we consider nontraditional variables to be an important area of research in risk adjustment. There are two distinct stakeholder perspectives on the issue, as follows.

1. Issuer Perspective: Understanding the impact of nontraditional variables is as much about avoiding losses as it is about creating gain. The ACA risk adjustment is intended to be a zero-sum exercise, but if incentives for selection via nontraditional variables persist and are utilized only by a few participants, then participants not using them will suffer. Conversely, if the variables
are used similarly across the marketplace, then the potential for adverse effect on a given issuer would be greatly mitigated.
2. Policy Perspective: It is important to understand the impact of nontraditional variables and to consider these in any update of a risk adjustment methodology so that policy goals are preserved.

This report was written keeping in mind both of these perspectives, and the author hopes that the information contained herein is constructive towards those goals.

The title of this report is Nontraditional Variables in Risk Adjustment, and these potentially present a path toward a better performing risk adjustment model. In this report we test the potential of these variables to explain claim cost variation above and beyond traditional risk adjustment. The nontraditional variables were grouped, using judgment, into one of five categories. Each variable was analyzed in exactly the same manner. The categorization merely serves to organize results and to suggest general characteristics that may be impactful from a business perspective. Specifically we tested characteristic variables from the following broad categories:

1. Demographic: While traditional models utilize age and gender, we built models that included race, years of education, smoking status, occupation or industry, and family size. In addition, geography is an important variable in that it is readily available and actionable in terms of devising marketing strategies to attract certain populations.
2. Economic: Income is an important variable to consider in this research. Cost-sharing subsidies are based on income levels in healthcare reform, which in turn impacts the ACA risk models via an assumed induced utilization. We explore the extent to which relative income explains the variation in cost.
3. Lifestyle: Variables include whether the person was advised to restrict high fat/high cholesterol foods, usually had a lot of energy, whether health had limited social activities, or was advised to exercise more.
4. Psychological Outlook: We tested variables such as whether a person considered their mental health status to be good, fair, or poor; or felt calm or peaceful, etc.
5. Physical Outlook: Perception and attitudes towards personal health may drive medical cost, and we tested variables such as whether perceived health status was poor, whether the person had
difficulty in walking three blocks, or whether the person feels that ills can be overcome without medical help.

In this research we narrowed down an initial list of over fifteen hundred variables to two hundred, using a rigorous process of selection (Section 3.2.4). We further narrowed this list to around thirty-three variables, and this report presents the answers to five key questions that we explored for each of the variables.

### 1.2 Research Questions

The results presented in this report address each of the following five key questions:

1. What is the relationship between a nontraditional variable and total health costs?
2. Is the relationship statistically significant?
3. Does the relationship persist after we risk-adjust costs using traditional variables? Is the relationship still statistically significant?
4. How do we quantify the potential and incentive for using a nontraditional variable in a risk adjusted environment?
5. How do we adjust a risk adjustment methodology to remove such an incentive?

Together these questions constitute a fairly comprehensive look at a nontraditional variable and its value in a risk adjustment program, both from a public policy and a private issuer perspective. There are a number of conceptual steps that go into answering these questions, and it will be helpful to go through a detailed example. Section 1.3 develops the key findings of this research in the case of a particular nontraditional variable: family income as a \% of poverty level (also referred to in Section 1.3 as income level or as family income).

### 1.3 A Step-by-Step Example: Income Level

There is considerable literature (see Section 1.4) that suggests that healthcare utilization is in fact related to income and other indicators of socioeconomic status. The variable of income is not typically used in risk adjustment and so we consider it a nontraditional variable for purposes of this research. As you navigate through the analytic build-up that follows, keep the following overarching question at the back of your mind: can income be used to attract a certain membership such that costs
are lower relative to risk adjusted revenue (and therefore resulting in an improved loss ratio for the issuer)?

In our research, we used data from the Medical Expenditure Panel Survey (MEPS), a unique database that includes member-level healthcare cost and utilization information together with a plethora of socioeconomic variables, including income ${ }^{3}$. For each of the carefully selected variables, we tested and quantified the potential to improve a traditional risk adjustment model ${ }^{4}$. The first step in the analysis is to answer the following question:

## Question 1: What is the relationship between income level and total health costs?

Table 1.3.1 shows how total health costs vary as family income increases from poor to high income.

Table 1.3.1 - Variation in Mean Cost by Family Income Category ${ }^{5}$

| Category | \% | Cost |
| :--- | ---: | :---: |
| 1 POOR/NEGATIVE | $6.8 \%$ | 0.8989 |
| 2 NEAR POOR | $2.7 \%$ | 0.8557 |
| 3 LOW INCOME | $11.1 \%$ | 0.8494 |
| 4 MIDDLE INCOME | $33.9 \%$ | 0.9468 |
| 5 HIGH INCOME | $45.5 \%$ | 1.1003 |
| ALL | $\mathbf{1 0 0 \%}$ | $\mathbf{1 . 0 0 0 0}$ |

Income in Table 1.3.1 is defined in terms of the family income as a percentage of the Federal Poverty Level (FPL). Family income is categorized as 'Negative or Poor' (less than $100 \%$ of FPL), near poor (100-125\% of FPL), low income (125-200\% of FPL), middle income (200-400\% of FPL), and high income $(400 \%+$ of $F P L)$. There is an extensive discussion of what constitutes total individual healthcare

[^2]cost for purposes of this research in Section 3.2.1. It is referred to simply as 'cost' through the rest of this report.

The first column presents the proportion ${ }^{6}$ of people falling into the corresponding income category. The second column presents actual costs ${ }^{7}$, which have been normalized such that they average to 1.0 over the study sample. The study sample includes only Commercial and Uninsured populations. The sample is also restricted to those under sixty-five years of age. At first glance it appears that the relationship between income and costs is complicated (sort of saddle-shaped when we graph it, see Figure 1.3.1). However this apparent complexity owes to the fact that there is also the confounding variable of age/gender. For example the high income individuals/families tend to be older on average and total health cost is correlated with age.

Figure 1.3.1 - Relationship of Cost with Income Category


Note that the relationship between cost and income is described in terms of the difference in mean cost across income levels. Initially our research focused on describing the relationship in terms of a goodness of fit measure when a variable, such as income, is regressed on total cost.

[^3]The literature on risk adjustment, actuarial or otherwise, includes a proliferation of references to the coefficient of determination, or $\mathrm{R}^{2}$. This statistical metric is used to determine the accuracy or goodness-of-fit of a risk assessment model, and is in fact one of the HHS criteria for evaluating state alternative ACA risk adjustment models. $\mathrm{R}^{2}$ has a value between $0-1$, with 1 representing that the model explains the variation in the dependent variable perfectly. The HHS model has an $\mathrm{R}^{2}$ performance of about $30 \%$ according to the 2014 HHS Notice of Benefits and Payment Parameters (NBPP) (HHS, 2012). Can we use $R^{2}$ to evaluate the relationship between cost and income instead? Can we also use this metric to describe the incremental value of the nontraditional variable in a risk adjusted program?

We researched extensively to discover a way to reasonably express the relationship between a nontraditional variable and healthcare cost in terms of statistical metrics yielded by a least-squares regression procedure. We came to a crisp conclusion paid for by a significant amount of time and effort! Regressionrelated metrics alone, such as $R^{2}$, are inadequate in evaluating the relationship between cost (with or without risk adjustment) and a nontraditional variable. The

Model accuracy is not the correct
lens through
which to evaluate a nontraditional
variable in risk adjustment reason is simple - changes in the value of this metric are inconsistent with the real economic impact of the nontraditional variable as expressed by the Loss Ratio Advantage. $R^{2}$ is known to be sensitive to outlying values at the expense of lesser effects, whereas small but statistically significant differences in average cost can have a large business impact on the loss ratio of an issuer.

The point in the above paragraph is important enough to warrant an analytic example. The Wakely Risk Assessment model includes a concurrent sub-model, with a performance of around 45.35\% $\left(R^{2}\right)$ as measured on a commercial database using demographic (age and gender) and diagnosis-based clinical markers. If we remove demographic markers and only use clinical information, the $\mathrm{R}^{2}$ performance becomes $45.3 \underline{0} \%$. Does this miniscule drop in statistical performance of the risk adjuster indicate that demographics are not important to consider along with diagnosis information?

Of course not! A closer inspection reveals that by not considering demographics (age/gender), the predictive ratios (i.e. ratio of predicted cost to actual cost) are biased by demographic categories. If demographics are not included in a risk assessment model, bias by demographic categories may lead to issuers having a very strong incentive to select younger/middle-aged individuals (as cost will be lower relative to risk adjusted revenue). Correcting for bias that may lead to adverse selection should be a

## primary modeling goal in risk adjustment (consistent with the policy goal), and not simply improving the model accuracy (for example, the $\mathbf{R}^{\mathbf{2}}$ metric).

It is for these reasons that (1) we do not use $R^{2}$ as a metric to evaluate the impact of nontraditional variables in this research (although we calculate and present this value), and (2) nontraditional variables can have a significant impact on issuer loss ratios, even though their marginal contribution to the statistical performance of a risk adjuster may be very small or even negligible. Omitting age and gender from the risk adjustment formula may not affect the accuracy of a concurrent risk model as measured by R squared, but it will

Considering age and gender as 'nontraditional' variables provides a powerful argument for adjusting traditional risk assessment models to reflect variables such as income and geography. have a significant business impact on risk-adjusted markets, and our research shows that there are nontraditional variables that can have a similar effect.

It is highly instructive to consider demographics (age and gender) as 'nontraditional' variables for a moment. We will expand upon this in Section 2.1, but demographics are not much different from other variables, such as income or geography. Yet while age/gender is a permanent fixture in virtually every risk assessment model, income and geography are not. In this research, we remove age and gender from the risk assessment model, re-calibrate the model, and measure the potential impact of age/gender. These results are presented in Section 2.1. Comparing age/gender to other nontraditional variables on a consistent basis provides a powerful argument for producing a more general risk assessment model. The results show that the business impact of including or excluding age/gender (from a risk assessment model) is not superior to many other nontraditional variables. If age and gender are widely accepted for inclusion in risk models based on the argument that they mitigate model bias, then several other nontraditional variables should also be considered for inclusion ${ }^{8}$. Later in this section, we build the conceptual framework and the financial metric needed to quantify the business impact of traditional and non-traditional variables.

[^4]We turn our attention now to the second research question:

## Question 2: Is the relationship between income and cost statistically significant?

Answering this question involves a statistical test to determine whether the observed relationship of cost with income is statistically significant. The results of this test are presented in the third column in Table 1.3.1. To talk more meaningfully about this test we specify the null $\left(\boldsymbol{H}_{0}\right)$ and alternate hypothesis $\left(\boldsymbol{H}_{\mathbf{1}}\right)$ as follows:
$\boldsymbol{H}_{0}$ : The null hypothesis is that the average cost by an income category is in fact higher (or lower) than the average cost for the population (which is 1.0). ${ }^{9}$
$\boldsymbol{H}_{1}$ : The alternate hypothesis is that the average cost by an income category is in fact lower (or higher) than the average cost for the population.

The next steps involve computing the $t$-statistic and calculating the likelihood of a chance variation yielding a test statistic as extreme as the one for the null hypothesis. In other words, the probability of exceeding the $t$-statistic represents the likelihood of the survey yielding a sample that by chance or coincidence has a different average cost for a category of respondents. Details of statistical significance testing are presented in Section 3.5.1, and the test indicates that the mean cost by every income category is statistically significant and therefore not likely an artifact of data sampling.

Question 3: Does the relationship between income and cost persist after we risk-adjust cost? Are the average differences by cost still statistically significant?

Risk adjusted cost by nontraditional category is the most important perspective with which to analyze a nontraditional variable. Prior to adjusting cost, we need to present it on a similar basis as risk scores. We normalize cost by dividing a cohort's cost by the overall average cost, and in this manner both the average cost and risk score is defined as a 1.0. Table 1.3.2 presents mean risk score by income category, as well as the mean cost adjusted for risk score.

Before going to Table 1.3.2, let us review our understanding and handling of risk scores. In Table 1.3.2 the risk-adjusted cost is calculated as (i.e. Adj. Cost = Cost - Risk Score $+\mathbf{1}$ ). This is not the only

[^5]possibility for calculating risk-adjusted cost. For example one could compute it as the ratio of normalized cost and average risk score. The table below illustrates both methods of risk-adjusted cost. The methods yield similar, but not the same answers. Method 1 is the correct method in the specific situation where one is adjusting cost for the assessed risk score.

|  | Member | Risk | Cost | Cost | Method 1 | Method 2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Months | Score | PMPM | Normalized | [Cost-Risk+1] | [Cost / Risk] |
| Plan A | 1,000 | 1.030 | $\$ 450.00$ | 1.091 | 1.061 | 1.059 |
| Plan B | 1,000 | 0.970 | $\$ 375.00$ | 0.909 | 0.939 | 0.937 |
| Total/Avg. | 2,000 | 1.000 | $\$ 412.50$ | 1.000 | 1.000 | 0.998 |

Let us think through the example carefully and conceptually. The average (normalized) cost for Plan A is 1.091. Risk score accounts for about $3 \%$ of the variation from the average for Plan A. The cost for Plan A is $\$ 450.00$. The risk score prediction (or estimate) is that Plan A should cost $\$ 424.88$ (risk score $1.030 x$ average cost $\$ 412.50$ ). This means that while Plan A's costs are $\$ 37.50$ PMPM higher than the average ( $\$ 450.00-\$ 412.50$ ), $\$ 12.37$ of this increase is explained by Plan A having a higher than average risk score. The remaining increase is unexplained and therefore the risk-adjusted cost is average cost plus the

## Risk-adjusting cost

 involves a subtle but important distinction. portion (of the variation) not accounted for by the risk assessment model, or $\$ 437.63$ (i.e. $\$ 412.50+(\$ 37.50-\$ 12.37)$ ). If we normalized this cost (i.e. divide by average cost), we get 1.061 as in Method 1 (and not 1.059 as in Method 2). Note further that Method 2 yields risk-adjusted costs that do not average to 1.0 overall (an added benefit of Method 1 over Method 2 is in not having to re-scale the average to a 1.0 ). If we perform another scaling adjustment (i.e. dividing by the average score for Method 2 , or 0.998 ), the risk adjusted cost for Method 2 becomes 1.0611 (whereas Method 1 gives 1.0609). The risk-adjusted cost in dollar terms becomes $\$ 437.69$, which is closer to the correct answer (i.e. $\$ 437.63$ ), but is six cents too high. One may easily construct additional examples where the difference between Methods 1 and 2 is larger. Hopefully this discussion illustrates how important it is to understand the real meaning of a risk score (which is akin to a cost estimate, and not always treated as an adjustment factor to a cost estimate). As stated earlier, this is a subtle but an important distinction. Practitioners should exercise great care when performing calculations that involve both actual costs and risk scores.Now let us get back to Table 1.3.2 which shows actual costs adjusted by the risk scores.

Table 1.3.2 - Variation of Actual Costs and Risk Scores by Income

| Category | \% | Cost | Risk Score | Adj. Cost | Sig. |
| :--- | ---: | ---: | :---: | ---: | :---: |
| 1 POOR/NEGATIVE | $7.0 \%$ | 0.899 | 0.882 | 1.017 | x |
| 2 NEAR POOR | $3.0 \%$ | 0.856 | 0.877 | 0.979 | x |
| 3 LOW INCOME | $11.0 \%$ | 0.849 | 0.900 | 0.950 | $\checkmark$ |
| 4 MIDDLE INCOME | $34.0 \%$ | 0.947 | 0.958 | 0.989 | x |
| 5 HIGH INCOME | $45.0 \%$ | 1.100 | 1.081 | 1.019 | $\checkmark$ |
| ALL | $100.0 \%$ | 1.000 | 1.000 | 1.000 |  |

We can see that the mean cost and risk scores are more or less correlated, which tells us that the risk assessment model is doing a fair job of tracking the total healthcare cost of individuals. Statistical significance testing further reveals that even after adjusting for underlying morbidity risk, the differences in mean cost by income category are significant for the low income (Level 3) and high income (Level 5) categories of poverty level. The average risk-adjusted cost for the other categories is not statistically significantly different than the population average (i.e. 1.00). However while statistical significance by each category of the nontraditional variable is a useful test, it is unnecessarily stringent. In order for the results for a variable to be meaningful for purposes of influencing selection bias, we only need to show that the mean risk-adjusted cost is different for the lowest and highest categories of income level. The income level variable shows significance for this test (see Section 2.4.4 for further details).

While it is known that cost is correlated with income (see Section 2.4 ), we do not see a pronounced relationship in Table 1.3.2 because we are only considering the subset of data that will potentially enroll in ACA plans (i.e. commercial and the uninsured). This subset does not represent the full spectrum of income levels, and is sparse at the lower income levels as measured as a percentage of the federal poverty level. There is a more powerful income variable for the commercial and the uninsured segment of the population, and that is presented in Section 2.4.2.

## Question 4: How do we quantify the potential and incentive for using a nontraditional variable in a risk-adjusted environment?

This is the key question of this research, and one that necessitated development of a new tool or measure that is proposed in this section (called Loss Ratio Advantage, or LRA). Table 1.3 .2 shows the relationship of risk-adjusted cost with income levels. However, we need another conceptual layer in order to quantify the strength of an incentive to (a) either use this (or similar) nontraditional variable in the risk assessment formula or towards selection activities (e.g. selectively marketing products) [issuer perspective], or conversely (b) adjust the risk adjustment methodology to include variables that mitigate the incentive for selection [policy perspective]. The economic impact of a nontraditional variable is a function of both the difference in the value of risk adjusted cost as well as how those values are distributed within the population. The latter part of that sentence is rather important (and not immediately obvious), since a variable

LRA is the measured potential of a risk adjustment variable to produce loss ratio differentials in a market. may be able to identify a subset of a population that is 10 times more profitable to enroll, but if that cohort is only $0.5 \%$ of the total population, then the business impact is minimal. Hence, the investment necessary to use that variable in practice might not be worth the cost.

We construct a simplistic example, without any loss of generality, to quantify the potential economic impact of a nontraditional variable. We focus on the bottom line impact to an issuer, in terms of loss ratios, and not a statistical metric such as the $R$ squared goodness-of-fit. Statistical metrics focusing on accuracy often have little or no bearing on the business importance of a nontraditional variable which is driven chiefly by bias.

Assume that our study population is covered by two issuers (Issuer A and Issuer B). Assume that $50 \%$ of the members are covered by each issuer. This assumption is fundamental to our research approach since it allows us to consistently compare the importance of each nontraditional variable. Assume further that Issuer $\mathbf{A}$ is able to use this nontraditional variable to selectively target and enroll preferred members that have the lowest risk-adjusted cost. Issuer B must then enroll the remaining half of the population. Both issuers have similar administrative overhead and are otherwise identical, except for Issuer A's ability to target and selectively enroll preferred members based on certain (nontraditional) information.

In one sense, this construct represents the maximum influence that a nontraditional variable may have (since in reality an issuer may not be able to (a) identify all of the individuals in a population in such a manner, and (b) enroll every one of the identified individuals). In another sense, this is not the maximum impact a variable may have since an issuer may be able to produce more extreme loss ratio differences in a market by enrolling more or less than $50 \%$ of the identified population. On balance, this construct provides a reasonable and consistent comparison of the potential impact across all of the nontraditional variables studied in this report. ${ }^{10}$

We develop a key new measure in this section called the Loss Ratio Advantage (LRA). LRA may be defined as the potential of a nontraditional risk adjustment variable to produce loss ratio differentials in a market. The first step in doing so is to develop the final revenue for Issuer $A$ and $B$ in accordance with the Affordable Care Act (ACA) regulations. According to the rules of ACA risk adjustment in 2014, both issuers set prices assuming an average risk population (i.e. 1.0 risk), and their ultimate premium for 2014 will be equal to:

## 2014 Final Premium = Premium without Risk Selection + Risk Adjustment Transfer

Risk adjustment transfers are to be calculated using the following statutorily defined formula:

$$
T_{i}=\left[\frac{P L R S_{i} \times I D F_{i} \times G C F_{i}}{\sum_{i}\left(s_{i} \times P L R S_{i} \times I D F_{i} \times G C F_{i}\right)}-\frac{A V_{i} \times A R F_{i} \times I D F_{i} \times G C F_{i}}{\sum_{i}\left(s_{i} \times A V_{i} \times A R F_{i} \times I D F_{i} \times G C F_{i}\right)}\right] \bar{P}_{s}
$$

Where:
$\boldsymbol{T}_{\boldsymbol{i}}=$ Transfer for plan $i$
$\overline{\boldsymbol{P}_{\boldsymbol{s}}}=$ State Average Premium
$\boldsymbol{P} \boldsymbol{L} \boldsymbol{R} \boldsymbol{S}_{\boldsymbol{i}}=$ Plan $\boldsymbol{i}^{\prime}$ s plan liability risk score
$\boldsymbol{I D} \boldsymbol{F}_{\boldsymbol{i}}=$ Plan $i^{\prime}$ s induced demand factor
$\boldsymbol{A R} \boldsymbol{F}_{\boldsymbol{i}}=$ Plan $\boldsymbol{i}^{\prime}$ s allowable rating factor
$\boldsymbol{A} \boldsymbol{V}_{\boldsymbol{i}}=$ Plan $\boldsymbol{i}^{\prime}$ s metal level AV
$\boldsymbol{G C} \boldsymbol{F}_{\boldsymbol{i}}=$ Plan $i^{\prime}$ s geographic cost factor
$\boldsymbol{s}_{\boldsymbol{i}}=$ Plan $i^{\prime} \mathrm{s}$ share of State enrollment, and the denominator is summed across all plans in the risk pool in the market in the state

[^6]The formula above seems complicated however it can be simplified substantially. Once again, without any loss of generality (and a desirable loss of complexity for purposes of this research), we assume that all individuals are enrolled within the same metal tier and rating area, and in one qualified health plan each for Issuer A and B. In this manner, the induced demand factor (IDF), geographic cost factor (GCF), and actuarial value (AV) terms in the formula cancel out. What is left is an adjustment for the allowable rating factor. The state average premium can simply be assumed as average total healthcare cost (normalized cost=1.0) plus an additional $20 \%$ for administration and margin (i.e. $\overline{P_{S}}=$ 1.2). The denominator terms in the equation equal 1.00 (as they represent the average risk and rating factors over the whole population). The allowable rating factor (ARF) is based upon age and we calculated the average factors by applying the age and gender based values published by $\mathrm{HHS}^{11}$ to the research data. For Issuer A and the nontraditional variable of family income category level, the transfer equation simplifies to the following (the numbers in the equations come from Table 1.3.3):

$$
\begin{gathered}
T_{i}=\left[\frac{P L R S_{i} \times I D F_{t} \times G C F_{t}}{\sum_{i}\left(s_{i} \times P L R S_{i} \times I D F_{t} \times G C F_{t}\right)}-\frac{A V_{t} \times A R F_{i} \times I D F_{t} \times G C F_{t}}{\sum_{i}\left(s_{i} \times A V_{t} \times A R F_{i} \times I D F_{t} \times G C F_{t}\right)}\right] \times \bar{P}_{S} \\
T_{\text {Issuer } A}=\left[\frac{0.937}{1.00}-\frac{A R F_{\text {Issuer } A}=0.949}{1.00}\right] \times 1.2=-0.014 \\
T_{\text {Issuer } B}=\left[\frac{1.063}{1.00}-\frac{A R F_{\text {Issuer } A}=1.051}{1.00}\right] \times 1.2=+0.014
\end{gathered}
$$

Once the transfer has been calculated, it is simple to compute the eventual revenue for Issuer A for the benefit year. The premium without risk selection for Issuer A is the state average premium times the allowable rating factor (i.e. $1.2 \times 0.949^{12}=1.138$ ). The eventual premium for Issuer $A$ is premium without risk transfer plus the risk transfer (i.e. $1.138+(-0.014)=1.12)$. The expenditure for Issuer $A$ is $0.918^{13}$ and therefore has a loss ratio of about $82 \%$ (i.e. $0.918 / 1.12$ ). Issuer $B$ has exactly the opposite risk transfer (i.e. receives a payment of 0.014 from Issuer $A$ ) and has an expenditure of 1.082 . The loss ratio for Issuer B is about $85 \%$. The advantage in terms of the loss ratio for Issuer A; developed via segmenting the population based on income and selectively enrolling - is $85 \%$ less $82 \%$, or about $\mathbf{3 \%}$.

[^7]This is the loss ratio advantage metric or LRA, and forms the most important piece of the conceptual framework presented in this report. At an LRA of $3.2 \%$, this variable has a moderate business impact (note that this does not mean that income generally has a moderate business impact, please see Section 2.4.2). LRA ranges from $0-10 \%$ for most of the nontraditional variables. We qualitatively classify the impact of a variable as follows:

1. Low: LRA of less than 3.3\%
2. Medium: Higher than 3.3 but less than $6 \%$
3. High: Higher than $6 \%$

The risk score has been calculated using a pharmacy-only model from the Wakely Risk Assessment (WRA) tool. Pharmacy models use National Drug Codes (NDCs) and these codes are fully specified in MEPS data, whereas ICD-9 diagnoses codes are only specified to three digits in this data. Pharmacy-only models have been shown to be very close in performance to diagnosis-only models, and therefore we applied such a model ${ }^{14}$ on this data to calculate a member-level risk score. The model performs at a similar goodness-of-fit measure as the HCC model (at over $30 \%{ }^{15}$ ). Additional details on this model are included in Section 3.4. This score is also adjusted such that it normalizes to 1.0 over the sample.

## Question 5: How do we adjust a risk adjustment methodology to remove the incentive to select based on income level?

We now know (at least with respect to the MEPS data and methods presented in this research) that income can be an important characteristic of those seeking healthcare coverage. It appears that issuers have an incentive to enroll individuals having a certain income (see Sections 2.4.2 and 2.4.3), and that this incentive still persists even in a risk-adjusted environment which compensates for the fact that the higher income cohort is, on average, older.

Fortunately, risk adjustment methodologies may be adjusted periodically to better address the policy goals of risk adjustment. There is no one right way to construct an actuarially and clinically sound

[^8]risk assessment model. Indeed, several commercial models (Winkelman \& Mehmud, 2007) exist, with varying strengths and weaknesses. In this example, the risk adjustment model may simply be adjusted to include income category as a nontraditional variable.

Equation 1 below is a good representation of most risk assessment modeling approaches, which are based on linear regression. In the equation below, $Y$ represents total healthcare cost (i.e. the dependent variable). The alpha represents the intercept term in the linear regression. There are twentyfour age/gender categories (twelve each for males and females) and they are represented by the first summation term in the equation. The beta-terms are the coefficients whereas the $D_{i}$ term is a binary indicator for whether an individual belongs to the $i$-th demographic (i.e. age/gender) category. An individual may be indicated for up to sixty pharmacy-claim based categories in the WRA risk assessment model, and these are represented by the second summation term in the equation below.

## Equation 1: Traditional Risk Adjustment Model

$$
Y=\alpha+\sum_{i=1}^{24} \beta_{i} \times D_{i}+\sum_{j=1}^{60} \gamma_{j} \times C_{j}+\varepsilon
$$

Equation 2 below represents a model in which the residual term (i.e. the difference of actual and risk score prediction based on traditional variables such as age/gender and clinical information) has been regressed on income categories. In this model there are $k$ categories of income level (see Table 1.3.3), with coefficients represented by $\theta_{k}$ and categories of the nontraditional variable represented by $N_{k}$. In this manner, we are trying to adjust the model errors to be unbiased (i.e. correct where average error is different than zero) by income level. In practical terms, this removes the incentive to selectively enroll individuals based on income by recognizing and adequately compensating issuers for the incomerelated differences in utilization of healthcare services.

Equation 2: Potential Nontraditional Risk Adjustment Model

$$
Y-\left(\alpha+\sum_{i=1}^{24} \beta_{i} \times D_{i}+\sum_{j=1}^{60} \gamma_{j} \times C_{j}\right)=\sum_{k} \theta_{k} N_{k}+\varepsilon
$$

We spent a lot of time carefully thinking through the modeling construct presented in Equation 2. We concluded that this construct does not work because, by regressing only on the residual, we potentially introduce a worse bias by age/gender. The correct way to adjust the model is to include the nontraditional variable as an additional variable in the overall regression that includes age/gender and clinical markers and therefore simultaneously removes any bias from both traditional and nontraditional groupings. Equation 3 presents that correct model.

## Equation 3: Recommended Nontraditional Risk Adjustment Model

$$
Y=\alpha+\sum_{i=1}^{24} \beta_{i} \times D_{i}+\sum_{j=1}^{60} \gamma_{j} \times C_{j}+\sum_{k} \theta_{k} N_{k}+\varepsilon
$$

If the risk adjustment model is adjusted in the manner described in equation 3, potentially all of the incentive for selection due to income level is mitigated. In reality however, not all of the risk may be mitigated because the model may not be calibrated ${ }^{16}$ to exactly the same population that the model is being applied to. In order to help adjust for this, the model may be calibrated to a nationally representative data sample (for example similar to the HHS model), or if a state pursues an alternative model, to historic experience in that state.

### 1.3.1 Understanding the Results

We now turn our attention to the standard result layout that is used throughout this report. Please review Table 1.3 .3 below. We developed this table to allow for a systematic and consistent description of results and to allow for easy comparison across variables. This table represents all of the results from the tables discussed above. The table includes four sections ( $\mathbf{A}$ to $\mathbf{D}$ ), and these are described in detail following the table.

Table 1.3.3, Section A: This section summarizes the key values from the data. The proportions of members that have been nationally weighted to represent the commercial and uninsured populations are presented in line 1. For example, $33.9 \%$ of individuals studied in this research belonged to Category

[^9]4 (i.e. Catg4), and these are Middle Income individuals (as can be seen from the category descriptions following Table 1.3.3).

Table 1.3.3 - Results for 'Family Income as \% of Poverty Level'


Category Description (e.g. (1) corresponds with Catg1 above)

1. Poor/Negative
2. Near Poor
3. Low Income
4. Middle Income
5. High Income

The total expenditure or paid cost per year per member, expressed in a normalized manner (i.e. 1.0 is the average cost per member) is presented on line 2 . The proxy expenditures correct (to a certain extent) for limitations of the paid data, and are presented on line 3. The limitations include for example,
underreporting of healthcare cost for the uninsured segment of the population. The process of developing proxy expenditures is described in Section 3.2.3.

The traditional risk score is presented on line 4 - and this score is defined as traditional since it uses the typical age/gender and clinical information. We can see that this score is biased with respect to income level (i.e. is not the same as the normalized expenditure in line 3). Line 5 presents the risk score as modeled by traditional variables and includes the variable under discussion, i.e. income level. We can see that this score is unbiased with respect to expenditure. It is important to note that this may not be true for every variable. For a few variables with many ordinal splits, we modeled an aggregation of those splits keeping in mind the very important principle of model parsimony and avoiding 'over fitting' the model.

Line 6 presents a model that we refer throughout this report as Model 3. As part of this research, we investigated three models:

Model 1: Traditional risk score (calibrated to MEPS data). This is also reflected in the first of the three tables in Section C.

Model 2: Traditional risk score and the nontraditional variable under study. The results corresponding to this model are presented in the middle table in Section C (i.e. Risk Score $+N$ ).

Model 3: Traditional risk score and three selected nontraditional variables (i.e. Region, Wage, and Insurance Coverage). Results corresponding to this model are presented in the last table in Section C (i.e. Risk Score $+\sum N_{\text {prop }}$ ). The subscript of 'prop' indicates that this is a proposed model, and the summation is over the three nontraditional variables (see Equation 3 in Section 1.3).

After an extensive review of variables as described in this report, we developed a model that used three of the key nontraditional variables. This is the author's recommendation of a model that should be considered in terms of adjusting the ACA risk adjustment models to reflect the important and actionable nontraditional variables. A nontraditional variable may be important because it has a high LRA, but may not be actionable since it may be practically infeasible to collect that information on those seeking coverage (e.g. a nontraditional variable indicating that pain hinders an individual's daily activities)

The seventh line in Section A presents the average allowable rating factor. Each individual in MEPS is assigned a demographic factor based on a age rating curve published by $\mathrm{HHS}^{17}$. Issuers will be able to rate based on age in the benefit year 2014 and beyond, and the risk adjustment transfer formula recognizes age adjustment since the objective is to calculate payments or charges based on factors that an issuer is unable to rate for.

Line 8 presents a key calculation, and that is risk adjusted proxy expenditures. These are calculated as (Proxy Expenditures - Traditional Risk Score +1), or Section A, line 3 minus line 4 plus 1. If risk scores estimate expenditures in an unbiased manner for each category of a nontraditional variable then each value on this line will be a 1.00. A value greater than 1 indicates that the risk score may not fully recognize the expenditure level for a category of a nontraditional variable and a value less than 1 indicates that the risk score may be an overstated estimate of expenditure.

Table 1.3.3, Section B: Line 1 presents the LRA Rank, which ranks the risk-adjusted average expenditure by nontraditional variable category from lowest to highest. Lines 2 and 3 present the enrollment pattern for Issuer A and B. As stated earlier, we assume that Issuer A is able to select based on the nontraditional variable, and Issuer B enrolls the remaining members. Issuer A prefers to enroll those individuals whose risk-adjusted expenditure is lower than 1.00. This means that the risk score is potentially biased upwards with respect to expenditure - and as a result the issuer may realize more in revenue than is paid out in claims.

Table 1.3.3, Section C: This section presents the calculation for the ultimate revenue calculated considering the HHS risk adjustment methodology for both Issuers A and B as described earlier in this section. In addition, the results are shown for all three versions of risk score, the versions being (1) traditional risk score using a typical commercial model such as WRA or HHS' ACA model, (2) risk score including the traditional variable under consideration, and (3) risk score including three selected nontraditional variables, and these are (i) total wage income, (ii) coverage type (i.e. uninsured or commercial insurance), and (iii) region.

Line 1 in Section C presents the stand-alone $R^{2}$ statistic. This represents the accuracy of a model that only includes the nontraditional variable under study (in this case, family income as a \% of poverty

[^10]level). Line 2 indicates whether all of the coefficients of the stand-alone regression are statistically significant (i.e. a more restrictive condition on the model as a whole being statistically significant). A value of less than 0.05 indicates that the coefficients are significant.

Line 3 shows the market share by issuer, and by design each issuer has half of the market share. The average proxy expenditures (weighted by enrollment pattern from Section B) are presented on line 4. The average allowable rating factor is presented on line 5 . In the case of this variable the results show that Issuer B generally enrolls an older cohort (and therefore the average allowable rating factor is over 1.00). Lines 3-5 do not vary across the columns for Models 1-3, and therefore these are only presented once.

The average risk score is presented in line 6. The risk score varies for each of the three risk models. Line 7 presents the statewide average premium, which is assumed to be $20 \%$ over the average cost (the average, normalized cost is assumed to be 1.0).

The ACA risk adjustment transfer calculation (line 10) is the difference between the premium with risk selection (line 9) and the premium without risk selection (line 8).

Loss ratio (line 11 ) is defined as the ratio of healthcare expenditure (line 4) to the premium with risk selection (line 9). This loss ratio is constrained by the provisions of the ACA risk corridor program, and this version of the calculation is presented on line 12. The difference in the loss ratio between Issuer B (which passively enrolls the remaining population) and Issuer A (which is assumed to actively select members based on a nontraditional variable) is presented on line 13 as the LRA metric. One can see that Model 2 perfectly mitigates the potential for selection (as all variable categories are used in the recalibrated risk adjuster). Hence Model 2 has an LRA of 0\%, whereas Model 3 mitigates only some of that selection potential. That is, Model 3 mitigates about half of the $3.2 \%$ LRA resulting from traditional risk score approach relative to Model 2; whereas Model 2 mitigates the full $3.2 \%$ that remains in the traditional model, which does not use family income in the regression formula as does Model 2.

Line 13 also presents the $R^{2}$ statistic for each of the three models. The results show that there is an immaterial change in this statistic when poverty level is added to the risk assessment model formula (the statistic remains at 34\%), whereas the accuracy improves by a small amount when the three variables in Model 3 are included.

Table 1.3.3, Section D: This section calculates whether the differences in expenditure and by nontraditional category are in fact significant. The columns represent each of the categories listed in order of their descriptions below the exhibit. The first line calculates the $t$-statistic which is based on the standard deviation of the risk adjusted proxy expenditure values in the data, weighted by the sampling weights provided in MEPS. Line 2 defines the null hypothesis (i.e. the hypothesis that we are testing), whereas line 3 defines the alternate hypothesis. Line 4 presents the results of the statistical significance test, essentially rejecting the null hypothesis if the likelihood that we got the observed results by chance is greater than 5\%. The 'Yes*' value in Table 1.3.3 tests the null hypothesis that the lowest risk-adjusted expenditure is in fact lower than the highest risk-adjusted expenditure. Further details for the statistical significance calculations are described in Section 3.5.1.

The example and table above illustrate all of the key concepts that are developed and presented in this research. Initially, almost fifteen hundred variables were considered in this research. That list was systematically and rigorously winnowed down to two hundred. Of those, thirty-five variables were selected, tested in exactly the same manner, and their results presented in Section 2 in an identical fashion as those presented in the above example.

As a note, cost sharing subsidies in ACA legislation are tied to income levels and the HHS model adjusts risk scores for these cost-sharing reductions (CSRs). While the HHS model adjusts the risk scores based on additional demand that may be induced due to reduced cost sharing, the model does not consider that there may be fundamentally different (e.g. clinical) utilization of services by income level ${ }^{18}$.

### 1.4 Literature Review

The focus of this report is to quantify how well nontraditional variables explain medical cost variation, especially after taking risk adjustment into account. Establishing whether a link exists between such variables and health (and by extension healthcare cost) is important to a causal understanding of such a relationship. We have selected a few studies and papers that explore such links. Please note that the following does not represent an exhaustive review of published literature.

Over the progression of the twentieth century, a decrease has been observed in mortality rates throughout the developed world, and average life span of the population has increased dramatically.

[^11]Although all sections of the population have participated in this improvement in health status and life expectancy, in most countries individuals of lower socioeconomic status have faced higher mortality rates (Feinstein, 1993). The last 20 years have seen an extensive growth in literature that studies the relationships between socioeconomic status and health, comparing the mortality and morbidity experiences of different socioeconomic groups in each country, recording the degree of disparities, and discovering possible descriptions of differential health consequences.

Logue and Jarjoura (1990) investigated the relationship between social class and heart disease mortality in 1,200 surveyed areas located in eight Ohio counties (Logue \& Jarjoura, 1990). They noticed that lower-middle-class territories have a higher mortality rate than upper-middle-class cohorts, and working poor have a higher mortality than that of the upper-middle-class.

Haan, Kaplan, and Camacho (1987) studied mortality outcomes over 1965-1974 among residents of Oakland. In a multivariate regression in which the "dependent variable measures mortality and that includes as independent variables a set of controls (age, sex, race, baseline physical health status, smoking, weight, and social support), education, income and dummy variable for residence in Oakland's poverty area, they find that neither income nor education is statistically significant, but that the poverty area dummy (variable) is significant" (Haan, Kaplan, \& Camacho, 1987).

A few additional studies were reviewed and associated notes are presented in the appendix.

## 2. Results

This section presents the key results for each of the thirty-three selected variables, along with brief notes on interpretation and (limited) references from published literature. An in-depth discussion of the variables is outside the scope of this report. For limitations of the results please review section 4.

### 2.1 Traditional Variables

In the view of this author, the best way to crystallize the value of a nontraditional variable in a risk adjustment formula is to somehow compare it to a traditional one. Age and gender are firmly established variables in virtually every risk adjustment application. Fortunately there is a simple way to demonstrate the importance of these variables, and we do it by calculating the LRA measure for these traditional variables.

We can generate results for these traditional variables by first re-calculating the regression formula by ignoring age/gender categories. The risk assessment formula (from Section 1.3) becomes:

$$
Y=\alpha+\sum_{i=1}^{24} \beta_{t} \times D_{t}+\sum_{j=1}^{60} \gamma_{j} \times C_{j}+\varepsilon
$$

We then can then use this risk score, developed using only clinical information based on member diagnoses, in order to calculate the LRA measure. Next, we calculate the LRA measure separately for age and for gender. These results are discussed below.

### 2.1.1 Gender

Before going into the details, it is helpful to describe the idea behind Tables 2.1.1(1) and 2.1.1(2) at a high level. For Table 2.1.1(1), all of the three risk models include gender as an independent variable, and therefore no advantage is created for Issuer A who wishes to use gender as a "nontraditional" variable to selectively enroll. The simple reason is that one cannot increase the information content of a model by using a variable twice. The LRA measure is therefore $0 \%$.

For Table 2.1.1(2), we assume that the 'standard' or 'traditional risk score' model does not include gender. Another way to think about this is to imagine what would happen if the ACA risk adjustment model did not include gender as an independent variable. Here the enhanced, or "Risk Score $+N^{\prime \prime}$ ) model includes gender as an additional variable above and beyond the standard or traditional model. The high LRA in this illustration serves to demonstrate the importance of gender in the risk assessment model, even though its contribution to the accuracy of the model is marginal at best. Let us now review the details.

Table 2.1.1(1) shows the standard results by gender category. The 'standard' or 'traditional' results utilize a risk score model that includes age/gender markers in the regression formula. The LRA is zero for all three models (i.e. traditional risk score using age, gender, and diagnoses; risk score with the gender variable only (i.e. Risk Score $+N$ ); and the proposed risk score that includes geography, income and uninsured indication (i.e. Risk Score $+\Sigma N$ ). We do not observe any bias by gender since it is an independent variable in all three models. The LRA rank indicates that issuer $A$ selectively enrolls the female gender, however this is based on risk adjusted costs, and those are slightly different between
males and females (somewhere beyond the fourth decimal point). The statistical significance testing (Section 4 in Figure 2.1.1(1)) confirms that the LRA results are not significant.

Table 2.1.1(2) presents more interesting results. This time we develop a risk adjuster that excludes gender from the regression formula. The results show a staggering 7.3\% LRA for model 1 (i.e. traditional risk score without the traditional demographic (i.e. age/gender) variable). It is clear that gender is an important risk adjustment variable. Models 2 and 3 show zero LRA since these models include gender. Statistical significance testing confirms the results to be significant.

Section 3 line 1 shows that the $R^{2}$ produced by gender alone is a mere $1 \%{ }^{19}$. This is an excellent example how statistical performance is not the right lens with which to view the importance of a variable in risk adjustment. Statistical performance is enhanced only 1\%, but profit margins are enhanced 7.3\%. Furthermore, dropping age/gender from the risk adjustment variables decreased statistical performance a mere $0.5 \%$ (see Table 2.1.1(2) from $34 \%$ to $33.5 \%$ ). This further underscores the importance of the conceptual framework developed in Section 1.3 for the study of nontraditional variables.

What happens when a model includes the age/gender variable, but is not specifically calibrated to the data that it is being applied to? As an example, the WRA model was developed using a commercial database. Table 2.1.1(3) shows some very interesting results when offered weights (i.e. original weights that are not calibrated to the data on hand) are applied to MEPS data that includes commercial and uninsured populations.

[^12]Table 2.1.1(1) - Results for Gender (using a calibrated ${ }^{20}$ risk score that includes gender)

| Variable Name SEX |  |  | Class: Demographic |  |  | Desc: Gender |  | Catg7 | Catg8 | Catg9 | Catg10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Section A : Summarizing by non-traditional variable categories |  |  |  |  |  |  |  |  |  |  |  |
| Description | Total/Agg | Catg1 | Catg2 | Catg3 | Catg 4 | Catg5 | Catg6 |  |  |  |  |
| 1 Category \% | 100\% | 50.8\% | 49.2\% |  |  |  |  |  |  |  |  |
| 2 Total Expenditures | 1.0000 | 0.8505 | 1.1542 |  |  |  |  |  |  |  |  |
| 3 Proxy Expenditures | 1.0000 | 0.7862 | 1.2205 |  |  |  |  |  |  |  |  |
| 4 Traditional Risk Score | 1.0000 | 0.7862 | 1.2205 |  |  |  |  |  |  |  |  |
| 5 Risk Score + N | 1.0000 | 0.7862 | 1.2205 |  |  |  |  |  |  |  |  |
| 6 Risk Score $+\sum N^{\prime}$ prop | 1.0000 | 0.7862 | 1.2205 |  |  |  |  |  |  |  |  |
| 7 Allowable Rating Factor | 1.0000 | 0.9904 | 1.0099 |  |  |  |  |  |  |  |  |
| 8 Proxy Exp Adjusted | 1.0000 | 1.0000 | 1.0000 |  |  |  |  |  |  |  |  |
| Section B : Issuer Selection Assumptions |  |  |  |  |  |  |  |  |  |  |  |
| 1 | LRA Rank | 2 | 1 |  |  |  |  |  |  |  |  |
| 2 Issuer A | 50.0\% | 0.8\% | 49.2\% |  |  |  |  |  |  |  |  |
| 3 Issuer B | 50.0\% | 50.0\% | 0.0\% |  |  |  |  |  |  |  |  |
| Section C: Market Scenario |  |  |  |  |  |  |  |  |  |  |  |
| 1 Stand-Alone $R^{2}$ | 1.09\% | Traditional Risk Score |  |  | Risk Score + $N$ |  |  |  |  |  |  |
| 2 Maximum $\{\mathrm{Pr}>\|t\|\}$ |  | Issuer A | Issuer B | Market | Issuer A | Issuer B | Market | Risk Score $+\sum \mathbf{N}_{\text {prop }}$ Issuer A Issuer B Market |  |  |  |
| 3 Market Share |  | 50\% | 50\% | 100\% |  |  |  |  |  |  |  |
| 4 Proxy Expenditures |  | 1.214 | 0.786 | 1.000 |  |  |  |  |  |  |  |
| 5 Allowable Rating Factor |  | 1.010 | 0.990 | 1.000 |  |  |  |  |  |  |  |
| 6 Risk Score |  | 1.214 | 0.786 | 1.000 | 1.214 | 0.786 | 1.000 | 1.214 | 0.786 | 1.000 |  |
| 7 Statewide Average Premiu |  |  |  | 1.200 |  |  |  |  |  |  |  |
| 8 Premium without Risk Sele | ection | 1.212 | 1.188 | 1.200 |  |  |  |  |  |  |  |
| 9 Premium with Risk Selectio |  | 1.457 | 0.943 | 1.200 | 1.457 | 0.943 | 1.200 | 1.457 | 0.943 | 1.200 |  |
| 10 Risk Selection Transfer |  | 0.245 | (0.245) | - | 0.245 | (0.245) | - | 0.245 | (0.245) | - |  |
| 11 Loss Ratio |  | 83.3\% | 83.3\% | 83.3\% | 83.3\% | 83.3\% | 83.3\% | 83.3\% | 83.3\% | 83.3\% |  |
| 12 Loss Ratio subject to risk corridor |  | 83.3\% | 83.3\% ${ }^{\prime}$ |  | 83.3\% | 83.3\% ${ }^{\prime}$ | 83.3\% | 83.3\% | 83.3\% | 83.3\% |  |
| 13 Loss Ratio Advant | tage (LRA) | 0.0\% Model $R^{2}$ : |  | $34.0 \%$ | 0.0\%Model $R^{2}$ : |  | 34.0\% | 0.0\% Model $R^{2}$ : $\quad 34.4 \%$ |  |  |  |
| Section D: Statistical Significance Testing |  |  |  |  |  |  |  |  |  |  |  |
| $1 t$-statistic |  | (0.00) | 0.00 |  |  |  |  |  |  |  |  |
| $2 \mathrm{H}_{0}$ : Null Hypothesis |  | $\mu \ll 1$ | $\mu>=1$ |  |  |  |  |  |  |  |  |
| $3 \mathrm{H}_{1}$ : Alternate Hypothesis |  | $\mu>1$ | $\mu<1$ |  |  |  |  |  |  |  |  |
| $4 \boldsymbol{H}_{0}$ rejected (at $\alpha=5 \%$ ) | No* | No | No |  |  |  |  |  |  |  |  |

Category Description (e.g. (1) corresponds with Catg1 above)

1. Male
2. Female
[^13]Table 2.1.1(2) - Results for Gender (using a calibrated risk score that excludes gender)


Table 2.1.1(3) shows a medium-high LRA of almost $\mathbf{6 \%}$ for this example of a risk model that uses offered weights (i.e. weights that are developed on some standard database) and not weights that have been recalibrated for the application at hand. While the LRA is lower than in the case of ignoring demographics (i.e. age/gender) altogether - it is not that much lower. The non-calibrated model's statistical performance is also low at about $23 \% R^{2}$. As a note, the statistical performance of a concurrent risk adjuster is likely to suffer more from calibration issues than a prospective risk adjuster (the reason being that a concurrent adjuster places more weight on medical conditions).

Table 2.1.1(3) makes a crucial point - it is important to test calibration bias by analyzing demographic (i.e. age/gender) categories to ensure that further calibration is not needed. This may be
vital to preserve the policy goals of risk adjustment, and important to do so when ACA takes effect in 2014. Most states will be using the HHS risk adjustment model in 2014 which is calibrated to a standard commercial dataset. It will be important for the HHS (and for states) to review statewide and marketwide data for evidence of any bias in demographic categories, and make appropriate adjustments as needed. Not to belabor the point- but think about this: If lack of calibration can produce bias in such a fundamental two-state category as gender, how much more could it affect results in terms of age, which has a wider cost variance and multiple band splits?

Table 2.1.1(3) - Results for Gender (using a non-calibrated risk score that includes demographics)


### 2.1.2 Age

In a similar manner Table 2.1.2(1) presents the results when we consider age to be a variable outside of the risk adjustment model. Age has a high LRA of almost 7\% (similar to gender). You will notice that the LRA is not exactly zero for Model 2 (which includes age as the nontraditional variable) and Model 3 (including region, wage and insurance coverage along with age). We would have expected the LRA for both to be zero because they both isolate age as a nontraditional variable. However, the age categories presented in Tables 2.1.2 are different than the age categories used in the regression formulas. This discrepancy produces the small LRAs. Despite those slight differences, the LRA is not meaningful for any selection activity for these models. The stand-alone statistical performance of the age variable (as measured by the coefficient of determination) is around $3 \%{ }^{21}$; this is better than gender, which has an R Squared of about $1 \%$.

The term 'staggering' was used to describe the LRA for gender in the scenario where we used a non-calibrated concurrent risk adjustment model. We might need to come up with a stronger superlative to describe what happens when we look at the potential bias by age categories, and in terms of risk adjusted cost. At an LRA of over $16 \%$, little doubt is left as to what might happen in a market where a risk adjuster produces biased predictive ratios for age/gender categories. This is the highest LRA recorded in this research - and a nontraditional variable is not involved.

Obviously, age and gender are important to include in a risk adjustment formula. However, the results of this research suggest that other variables (e.g., geography and income at $8.6 \%$ and $5.5 \%$ LRA, respectively) are also important, and should be seriously considered for inclusion in the risk adjustment program, or at least their impact monitored as experience becomes available post-2014.

[^14]Table 2.1.2(1) - Results for Age (using a calibrated risk score that excludes age)


Category Description (e.g. (1) corresponds with Catg1 above)

| 1. Age $0-1$ | 2. Age $2-9$ |
| :--- | :--- |
| 3. Age $10-20$ | 4. Age $21-24$ |
| 5. Age $25-29$ | 6. Age $30-34$ |
| 7. Age $35-39$ | 8. Age $40-49$ |
| 9. Age $50+$ | 10. Inapplicable |

Table 2.1.1(2) - Results for Age (using a non-calibrated risk score that includes demographics)


Category Description (e.g. (1) corresponds with Catg1 above)

1. Age $0-1$
2. Age $2-9$
3. Age 10-20
4. Age $21-24$
5. Age $25-29$
6. Age $30-34$
7. Age $35-39$
8. Age 40-49
9. Age 50+
10. Inapplicable

### 2.2 Nontraditional Variables

Research results for each of the nontraditional variables are presented below. The detailed results for all variables are calculated in exactly the same manner, promoting consistent comparisons amongst them. As mentioned before, the variables are categorized using judgment for the purposes of organizing results and evaluating the importance of broader characteristics of individuals.

In the process of producing the results, each nontraditional variable had to be categorized or grouped. For example if total wages are reflected in dollar terms - they need to be grouped together in some meaningful manner. We invested time in creating groupings for each of the nontraditional variables selected for in-depth study, and two versions of the groupings were created for each variable. In the first version the variables were grouped in up to ten categories. The number of categories was limited in order to maintain credibly-sized categories so that the results of statistical significance testing are meaningful. In the second version, the number of categories was restricted to only five and this version was used to develop the risk adjustment model that includes the nontraditional variables with age/gender and clinical markers. The number of categories was limited to five in order to develop regression coefficients that were for the most part statistically significant. The two different versions result in LRAs that may not be zero (for model 2), but will be close to zero.

While the discussion in the paragraph above involves a nuance, it is an important one. A nonzero LRA for Model 2 makes the important point that even if a nontraditional variable is included as a model variable, there is no guarantee of eliminating all bias. Different categorizations of that nontraditional variable may introduce slight bias. While the bias should be low, it requires testing to determine that the categorization is appropriate.

Please note that the sections below briefly describe each of the variables and provide high level commentary on the results. For details on MEPS data and how the survey data is collected and edited, please see Section 3.

### 2.3 Demographic Variables

Results for the nine selected demographic nontraditional variables are included below.

### 2.3.1 Years of Education

Description: This variable represents the number of years of education that an individual has completed. Children under the age of 5 were coded as 'inapplicable' regardless of whether they attended school (see Table 2.3.1(1)). The categories were created as follows:
i. Not ascertained/didn't know/refused/inapplicable
ii. Years of education between 0-3
iii. Years of education between 4-6 (early elementary school)
iv. Years of education between 7-8 (late elementary school)
v. Years of education between 9-11 (high school)
vi. Years of education 12 (completed high school)
vii. Years of education 13 (first year of college)
viii. Years of education between 14-15 (some college)
ix. Years of education 16 (4 years of college)
$x$. Years of education 17+ (more than 4 years of college)

For version two (see Section 2.2), we re-categorized MEPS variables in order to restrict them to five, and did so in order to avoid insignificant modeling results and to strengthen credibility in regression estimates. For presentation, Table 2.3.1(1) shows up to ten categories for this variable. The categories are described along with the table.

Results: The results indicate that if Insurer A selects those with less education (including children), the LRA measure is medium at 5.3\%. Interestingly, Issuer A does not select the highly educated individuals (i.e. those with more than 16 years of education). The healthcare costs for these individuals are high and a traditional risk score does not fully account for their high cost. The cohort of individuals with nine to eleven years of education was the most preferred by Issuer A.

Including fewer groupings of the education variable (i.e. five instead of ten) results in mitigating some of the potential for selection. Generally, these results do not support the argument that an increase in education is coupled with a decrease in medical costs. This may have something to do with the fact that those with higher education seek more care (see later in this subsection), or that we are using a sample population (i.e. commercially insured and the uninsured) instead of the full population.

In other reports comparing education level to health care costs, the lifetime savings in government health expenditures for an expected high school graduate were analyzed. It was observed that people with higher education attainment have more insurance coverage, have better health outcomes, and lead healthier lives in general. These individuals also had an average increased lifespan with decreased rates of dying from cancer, lung disease, and cardiovascular disease. (The Alliance for Excellent Education, 2006).

Table 2.3.1(1) Results for 'Years of Education'


Category Description (e.g. (1) corresponds with Catg1 above)

| 1. Not Ascertained/Didn't Know/Refused/Inapplicable | 2. $0-3$ Years of Education |
| :--- | :--- |
| 3. $4-6$ Years of Education | $4.7-8$ Years of Education |
| 5. $9-11$ Years of Education | 6.12 Years of Education |
| 7. 13 Years of Education | 8.14-15 Years of Education |
| 9. 16 Years of Education | $10.17+$ Years of Education |

There is another analysis however, which suggests that an individual with a lower education level may have lower total health care costs, partly because those with higher education are more likely to seek care, and less educated individuals are more likely to have shorter lives which reduces future healthcare costs. If we take these factors into account, the lifetime savings in health care costs per an average graduate may actually be lower (Henry Levin, 2006).

### 2.3.2 Worked for Pay

Description: Respondents in the MEPS survey were asked if they had ever worked for pay in their life. This question was asked of everyone who indicated that they were not working at the time of the interview.

Table 2.3.2(1) - Results for 'Ever worked for pay'


Category Description (e.g. (1) corresponds with Catg1 above)

1. Not Ascertained/Didn’t Know/Refused/Inapplicable 2. Yes
2. No

Results: The results show a pattern that individuals that are either currently working (Category 1), or have worked in their life (Category 2) have a lower risk adjusted cost. Having an LRA of about
2.8\%, we classify this variable as having a low impact. Detailed results are presented in Table 2.3.3(1). Issuer A prefers individuals that are currently working (i.e. Category 1). Due to the skip pattern of the MEPS survey, this question was only asked of individuals that had indicated that they were not working at the time of the survey (i.e. Categories 2 and 3).

For an individual who is unemployed, studies have shown that unemployment has an adverse effect on health (see Section 1.4). While controlling for other variables, those who are unemployed generally have higher rates of mortality, poorer mental health, a higher chance of disease (including cardiovascular disease and high blood pressure), lower perceived health, increased healthcare utilization (mainly hospital admissions, doctor visits, and outpatient visits), and decreased health for close family members. Although there are many factors that can influence and complicate this relation, there is evidence that unemployed adults generally have worse health than employed adults (Mathers \& Schofield, 1998).

### 2.3.3 Family Size

Description: This variable indicates the number of persons associated with a single family unit after students are linked to their associated parent for analytical purposes (AHRQ, 2012).

Results: Detailed results are presented in Table 2.3.4(1). Issuer A selects two-person families first, and then larger families. At an LRA of about $4 \%$, this variable has a medium impact. The results are statistically significant overall, and the risk adjusted differences are significant for a few categories. The results indicate that risk adjusted expenditures are lower for families compared to individuals (Category 2). To clarify, 'family' in MEPS refers to two or more persons living together in the same household who are related by blood, marriage, or adoption (AHRQ, 2012).

Table 2.3.3(1) - Results for 'Family Size'


Category Description (e.g. (1) corresponds with Catg1 above)

1. Inapplicable
2. Family Size: 1
3. Family Size: 2
4. Family Size: 3-4
5. Family Size: 5+

### 2.3.4 Occupation Group

Description: Occupation codes have long been in use in underwriting. It is a relevant question to ask whether risk adjustment fully accounts for the relative healthcare utilization across occupations. Up to ten categories were created for the presentation of results, as follows:
i. Not Ascertained/Inapplicable
ii. Management, business, and financial operations
iii. Professional and related occupations
iv. Service occupations
v. Sales and related occupations
vi. Office and administrative support
vii. Farming, fishing, and forestry
viii. Construction, extraction, and maintenance
ix. Production, transportation, and material moving
x. Military occupations, unclassifiable

For purposes of regression modeling several of these categories were combined to limit the independent variables to five.

Results: Detailed results are presented in Table 2.3.5(1). At an LRA of less than 3\%, this variable has a low business impact. Issuer A selects service occupations, production/transportation, management/business/financial operations, and professional related occupations - while avoiding office/administrative, sales related and construction/maintenance workers. The results are statistically significant overall, but are not significant for several of the individual occupation categories (i.e. we cannot reliably tell whether the risk-adjusted costs are higher or lower than average for these categories).

The LRA for Model 2 is about 2\%, suggesting that aggregating ten categories into five for building a risk assessment model only modestly captures the variation across occupation groups.

Table 2.3.4(1) - Results for 'Occupation Group’


Category Description (e.g. (1) corresponds with Catg1 above)

1. Not Ascertained/Inapplicable
2. Management/Business/Financial Operations
3. Professional/Related Occupations
4. Service Occupations
5. Sales/Related Occupations
6. Office/Administrative Support
7. Farming/Fishing/Forestry
8. Construction/Extraction/Maintenance
9. Production/Transportation/Material Moving
10. Military/Unclassifiable

### 2.3.5 Census Region

Description: While MEPS has region indicators, the publicly available data does not have more detailed indicators such as state, county, or zip code. We tested the influence of a broader region variable having the following values: (i) inapplicable, (ii) Northeast, (iii) Midwest, (iv) South, (v) West.

Results: Detailed results are presented in Table 2.3.4(1). At an LRA of over 8\%, this is a high impact variable. The power of geography as a nontraditional variable is important, even though regional differences may be mitigated in ACA risk adjustment because risk transfers occur within a state. Section 2.8 presents an illustrative argument as to why geography might be important to consider within a state as well as when defining rating areas for risk adjustment. Since all region categories are input to the regression in Models 2 and 3, the potential for selection on the basis of region is fully neutralized (i.e. LRA equals zero).

Table 2.3.5(1) - Results for 'Region’


Category Description (e.g. (1) corresponds with Catg1 above)

1. Inapplicable
2. Northeast
3. Midwest
4. South
5. West

### 2.3.6 Marriage Status

Description: This variable indicates the marital status of the survey respondent.

Results: Detailed results are presented in Table 2.3.7(1). At an LRA of about 3.7\%, this is a medium impact variable. Issuer A prefers individuals that are never married, under 16 (children), and to a somewhat lesser extent those that are married. The results by category are not statistically significant for all of the categories, however the results overall are significant (i.e. between the lowest and highest risk adjusted cost categories). The risk adjusted costs of widowed and separated respondents are higher.

The table shows that married individuals cost more, even on a risk adjusted basis compared to individuals that have never been married. On the surface the results seem to contradict conventional wisdom that married individuals live healthier lives (see discussion later in this subsection). However there is the confounding variable of demographics in the results. For example the average age of those that are married is 44 in the table, whereas the average of those that have never been married is 27.

Table 2.3.6(1) - Results for Marital Status


Category Description (e.g. (1) corresponds with Catg1 above)

1. Married
2. Widowed
3. Divorced
4. Separated
5. Never Married
6. Under 16 (inapplicable)

It is a well-published theory that married individuals live healthier lives than unmarried individuals. It has been reported that married adults have lower rates of acute conditions, of chronic conditions that hamper social activity, of morbidity, and of disability due to health problems (Mrela, Bender, \& Torres, 2008). A couple of models may be used to further study the link between healthcare and marriage. They are called the marital resource model and the stress model (Liu \& Umberson, 2011). In the marital resource model, marriage gives social, psychological, and economic benefits and resources
which cause married individuals to have better physical health and increased life expectancy. In the event of marital dissolution, the stress model says that the individuals involved comparably have much more strain and stress, which in turn leads to a larger gap in the health between the two groups (Liu \& Umberson, 2011).

### 2.3.7 Insurance Coverage

Description: This variable is not available in MEPS, and was developed by studying the period of enrollment of an individual in either a private commercial plan, or whether the person was uninsured. A person was assigned to one of these two categories if they had more than seven months in that category:
i. Any private coverage
ii. Uninsured

Results: At an LRA of over 4.5\%, the influence of this variable is medium. The results indicate that an issuer would have an economic preference for individuals that were uninsured, followed by those in commercial private insurance. These results are greatly limited by two important factors. One is that the healthcare utilization of uninsured in MEPS is likely to be underreported, and another is that the uninsured may incur additional costs due to induced utilization once they are covered. Note that the cost for uninsured was re-calculated using average commercial unit costs using the process described in Section 3.2.3. Detailed results are presented in Table 2.3.8(1).

In other research, a unique study was done in 2008 by the state Oregon where the state drew names for a lottery that provided medical insurance for low-income, uninsured adults. On average the annual health care expenditures and utilization increased significantly for the newly insured (Finkelstein, 2011).

Table 2.3.7(1) - Results for 'Insurance Coverage'


Category Description (e.g. (1) corresponds with Catg1 above)

1. Any Private Coverage 2. Uninsured

### 2.3.8 Hispanic Ethnicity

Description: This variable represents whether the person's ethnicity was Hispanic (Category 1) or not (Category 2).

Results: At an LRA of a under $3 \%$, this is a low-impact variable. The results are statistically significant, and Issuer A selects respondents identifying themselves as Hispanic.

Table 2.3.8(1) - Results for 'Hispanic Ethnicity’

| Variable Name HISPANX |  | Class: Demographic |  |  |  | Desc: Hispanic Ethnicity |  |  | Catg8 | Catg9 | Catg10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Section A : Summarizing by non-traditional variable categories |  |  |  |  |  |  |  |  |  |  |  |
| Description | Total/Agg | Catg1 | Catg2 | Catg 3 | Catg 4 | Catg5 | Catg6 | Catg7 |  |  |  |
| 1 Category \% | 100\% | 13.6\% | 86.4\% |  |  |  |  |  |  |  |  |
| 2 Total Expenditures | 1.0000 | 0.5175 | 1.0762 |  |  |  |  |  |  |  |  |
| 3 Proxy Expenditures | 1.0000 | 0.5837 | 1.0657 |  |  |  |  |  |  |  |  |
| 4 Traditional Risk Score | 1.0000 | 0.6865 | 1.0495 |  |  |  |  |  |  |  |  |
| 5 Risk Score + N | 1.0000 | 0.5837 | 1.0657 |  |  |  |  |  |  |  |  |
| 6 Risk Score $+\sum N^{\prime}$ prop | 1.0000 | 0.6446 | 1.0561 |  |  |  |  |  |  |  |  |
| 7 Allowable Rating Factor | 1.0000 | 0.9080 | 1.0145 |  |  |  |  |  |  |  |  |
| 8 Proxy Exp Adjusted | 1.0000 | 0.8972 | 1.0162 |  |  |  |  |  |  |  |  |
| Section B : Issuer Selection Assumptions |  |  |  |  |  |  |  |  |  |  |  |
| 1 | LRA Rank | 1 | 2 |  |  |  |  |  |  |  |  |
| 2 Issuer A | 50.0\% | 13.6\% | 36.4\% |  |  |  |  |  |  |  |  |
| 3 Issuer B | 50.0\% | 0.0\% | 50.0\% |  |  |  |  |  |  |  |  |
| Section C : Market Scenario |  |  |  |  |  |  |  |  |  |  |  |
| 1 Stand-Alone $R^{2}$ | 0.63\% | Traditional Risk Score |  |  | Risk Score + N |  |  | Risk Score $+\sum N^{\prime}{ }_{\text {prop }}$ |  |  |  |
| 2 Maximum $\{\mathrm{Pr}>\|t\|\}$ | 0.0000 | Issuer A | Issuer B | Market | Issuer A | Issuer B | Market | Issuer A | Issuer B | Market |  |
| 3 Market Share |  | 50\% | 50\% | 100\% |  |  |  |  |  |  |  |
| 4 Proxy Expenditures |  | 0.934 | 1.066 | 1.000 |  |  |  |  |  |  |  |
| 5 Allowable Rating Factor |  | 0.985 | 1.015 | 1.000 |  |  |  |  |  |  |  |
| 6 Risk Score |  | 0.951 | 1.049 | 1.000 | 0.934 | 1.066 | 1.000 | 0.944 | 1.056 | 1.000 |  |
| 7 Statewide Average Premium |  |  |  | 1.200 |  |  |  |  |  |  |  |
| 8 Premium without Risk Selection |  | 1.183 | 1.217 | 1.200 |  |  |  |  |  |  |  |
| 9 Premium with Risk Selection |  | 1.141 | 1.259 | 1.200 | 1.121 | 1.279 | 1.200 | 1.133 | 1.267 | 1.200 |  |
| 10 Risk Selection Transfer |  | (0.042) | 0.042 | - | (0.061) | 0.061 | - | (0.050) | 0.050 | - |  |
| 11 Loss Ratio |  | 81.9\% | 84.6\% | 83.3\% | 83.3\% | 83.3\% | 83.3\% | 82.5\% | 84.1\% | 83.3\% |  |
| 12 Loss Ratio subject to risk corridor |  | 81.9\% | 84.6\% ${ }^{\prime}$ | 83.3\% | 83.3\% | 83.3\% ${ }^{\prime \prime}$ | 83.3\% | 82.5\% | 84.1\% | 83.3\% |  |
| 13 Loss Ratio Advant | tage (LRA) | 2.7\% Model $R^{2}$ : |  | 34.0\% | 0.0\% | Model $R^{2}$ : | 34.0\% | 1.6\% | Model $R^{2}$ : | 34.4\% |  |
| Section D: Statistical Significance Testing |  |  |  |  |  |  |  |  |  |  |  |
| $1 t$-statistic |  | 16.07 | (1.94) |  |  |  |  |  |  |  |  |
| $2 \boldsymbol{H}_{0}$ : Null Hypothesis |  | $\mu>=1$ | $\mu<=1$ |  |  |  |  |  |  |  |  |
| $3 \mathrm{H}_{1}$ : Alternate Hypothesis |  | $\mu<1$ | $\mu>1$ |  |  |  |  |  |  |  |  |
| $4 \boldsymbol{H}_{0}$ rejected (at $\alpha=5 \%$ ) | Yes* | Yes | Yes |  |  |  |  |  |  |  |  |

Category Description (e.g. (1) corresponds with Catg1 above)

1. Hispanic
2. Not Hispanic

Although controversial, the ethnicity of an individual can be a factor in health care costs. In a research study of immigrants and US-born individuals, Hispanics tended to have lower health care costs as compared to other races/ethnicities based upon data from a 1998 survey (Mohanty MD, 2005). While this disparity was more pronounced in US-born individuals, immigrant Hispanics had lower per capita health care costs as well. Another study determined that while Hispanics represented about 16\% of the population, they also represented $24.5 \%$ of the individuals at the bottom $50 \%$ of health care spending (Yu, 2012).

Readers should be aware that use of any such (i.e. race or ethnicity) factor for underwriting or rating purposes may be prohibited by applicable regulations and other considerations.

### 2.4 Economic Variables

### 2.4.1 Employment Status

Description: This variable indicates the employment status of the respondent. The following categories were used in the tabulation of results in Table 2.4.1(1). The categories correspond to the following:
i. Unknown/didn't know/refused to answer/inapplicable
ii. Employed (if the person had a job at the time of the MEPS survey)
iii. Has a job to return to (if the person did not work during the reference period for the survey but had a job to return to as of the interview date)
iv. Employed during the reference period (if the person had no job at the interview date but did work during the time for which other information on the individual was collected)
v. Not employed with no job to return to (if the person did not have a job at the interview date, did not work during the reference period, and did not have a job to which he or she could return)

Results: At an LRA of over 5 percent, the influence of this variable is medium. The results indicate that an issuer would have an economic preference for individuals that were employed. Furthermore, the risk-adjusted costs are statistically significantly different than average (i.e. 1.0) by each category as well as overall.

Table 2.4.1(1) - Results for 'Employment Status'

| Variable Name EMPST31 |  |  | Class: Income |  | Desc: Employment status |  |  |  |  | Catg9 | Catg10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Section A : Summarizing by non-traditional variable categories |  |  |  |  |  |  |  |  |  |  |  |
| Description | Total/Agg | Catg1 | Catg2 | Catg3 | Catg 4 | Catg5 | Catg6 | Catg7 | Catg8 |  |  |
| 1 Category \% | 100\% | 21.8\% | 61.3\% | 0.3\% | 1.2\% | 15.3\% |  |  |  |  |  |
| 2 Total Expenditures | 1.0000 | 0.5378 | 1.0298 | 1.2215 | 1.0295 | 1.5315 |  |  |  |  |  |
| 3 Proxy Expenditures | 1.0000 | 0.5955 | 1.0200 | 1.2957 | 1.1971 | 1.4741 |  |  |  |  |  |
| 4 Traditional Risk Score | 1.0000 | 0.6075 | 1.0504 | 1.0869 | 1.0454 | 1.3515 |  |  |  |  |  |
| 5 Risk Score $+N$ | 1.0000 | 0.5955 | 1.0200 | 1.2957 | 1.1971 | 1.4741 |  |  |  |  |  |
| 6 Risk Score $+\sum N_{\text {prop }}^{\prime}$ | 1.0000 | 0.6035 | 1.0274 | 1.0765 | 1.0349 | 1.4505 |  |  |  |  |  |
| 7 Allowable Rating Factor | 1.0000 | 0.7094 | 1.0797 | 0.9921 | 0.9747 | 1.0969 |  |  |  |  |  |
| 8 Proxy Exp Adjusted | 1.0000 | 0.9880 | 0.9696 | 1.2088 | 1.1518 | 1.1226 |  |  |  |  |  |
| Section B : Issuer Selection Assumptions |  |  |  |  |  |  |  |  |  |  |  |
| 1 | LRA Rank | 2 | 1 | 5 | 4 | 3 |  |  |  |  |  |
| 2 Issuer A | 50.0\% |  | 50.0\% |  |  |  |  |  |  |  |  |
| 3 Issuer B | 50.0\% | 21.8\% | 11.3\% | 0.3\% | 1.2\% | 15.3\% |  |  |  |  |  |
| Section C: Market Scenario |  |  |  |  |  |  |  |  |  |  |  |
| 1 Stand-Alone $R^{2}$ | 1.64\% | Traditional Risk Score |  |  | Risk Score + N |  |  | Risk Score $+\sum N^{\prime}{ }_{\text {prop }}$ |  |  |  |
| 2 Maximum $\{\mathrm{Pr}>\|t\|\}$ | 0.0225 | Issuer A | Issuer B | Market | Issuer A | Issuer B | Market | Issuer A | Issuer B | Market |  |
| 3 Market Share |  | 50\% | 50\% | 100\% |  |  |  |  |  |  |  |
| 4 Proxy Expenditures |  | 1.020 | 0.980 | 1.000 |  |  |  |  |  |  |  |
| 5 Allowable Rating Factor |  | 1.080 | 0.920 | 1.000 |  |  |  |  |  |  |  |
| 6 Risk Score |  | 1.050 | 0.950 | 1.000 | 1.020 | 0.980 | 1.000 | 1.027 | 0.973 | 1.000 |  |
| 7 Statewide Average Premium |  |  |  | 1.200 |  |  |  |  |  |  |  |
| 8 Premium without Risk Selection |  | 1.296 | 1.104 | 1.200 |  |  |  |  |  |  |  |
| 9 Premium with Risk Selection |  | 1.261 | 1.139 | 1.200 | 1.224 | 1.176 | 1.200 | 1.233 | 1.167 | 1.200 |  |
| 10 Risk Selection Transfer |  | (0.035) | 0.035 | - | (0.072) | 0.072 | - | (0.063) | 0.063 | - |  |
| 11 Loss Ratio |  | 80.9\% | 86.0\% | 83.5\% | 83.3\% | 83.3\% | 83.3\% | 82.7\% | 84.0\% | 83.3\% |  |
| 12 Loss Ratio subject to risk corridor |  | 80.9\% | 86.0\% ${ }^{\prime}$ | 83.5\% | 83.3\% | 83.3\% ${ }^{\prime}$ | 83.3\% | 82.7\% | 84.0\% | 83.3\% |  |
| 13 Loss Ratio Advantage (LRA) |  | 5.1\% Model $R^{2}$ : |  | 34.0\% | 0.0\% Model $R^{2}$ : |  | 34.0\% | 1.2\% | Model $R^{2}$ : | 34.4\% |  |
| Section D: Statistical significance Testing |  |  |  |  |  |  |  |  |  |  |  |
| $1 t$-statistic |  | 1.98 | 3.47 | (2.54) | (1.99) | (3.46) |  |  |  |  |  |
| $2 \boldsymbol{H}_{0}$ : Null Hypothesis |  | $\mu>=1$ | $\mu>=1$ | $\mu<=1$ | $\mu<=1$ | $\mu<=1$ |  |  |  |  |  |
| $3 \mathrm{H}_{1}$ : Alternate Hypothesis |  | $\mu<1$ | $\mu<1$ | $\mu>1$ | $\mu>1$ | $\mu>1$ |  |  |  |  |  |
| $4 H_{0}$ rejected (at $\alpha=5 \%$ ) | Yes* | Yes | Yes | Yes | Yes | Yes |  |  |  |  |  |

Category Description (e.g. (1) corresponds with Catg1 above)

1. Not Ascertained/Didn’t Know/Refused/Inapplicable
2. Employed
3. Job to Return to
4. Employed during Reference Period
5. Not Employed

### 2.4.2 Person's Wage Income

Description: This variable indicates the person's wage income.

Results: At an LRA of over 5\% this is a medium impact nontraditional variable. A significant proportion of individuals reported no wage income based on not being employed at the time of the survey, and issuer A prefers not to enroll these members. There is a clear trend of rising average age by average income however there is not a clear trend in terms of risk-adjusted income. The conclusion is materially the same as in Section 2.4 . 1 (i.e. Issuer A preferring individuals that are employed vs. those that are not).

Table 2.4.2(1) - Results for 'Person's Wage Income'


Category Description (e.g. (1) corresponds with Catg1 above)

1. \$0
2. $\$ 9-\$ 12,500$
3. $\$ 12,501-\$ 24,960$
4. $\$ 24,961-\$ 43,655$
5. \$43,656+

Statistically, research on income has been shown to be highly correlated with overall health. In one particular study comparing adults with below-average incomes to adults with above-average incomes, the lower-income adults were more likely to wait more days for an appointment with a doctor and to go without care because of high costs. Lower-income adults also had a higher likelihood of going to an emergency room for care as compared to higher-income adults (Huynh, Schoen, Osborn, \& Holmgren, 2006).

### 2.4.3 Income Level

The results for this variable are discussed in detail in Section 1.3. The results are reproduced from that section below.

Table 2.4.3(1) - Results for 'Family Income as \% of Poverty Level'


Category Description (e.g. (1) corresponds with Catg1 above)

1. Poor/Negative
2. Low Income
3. High Income
4. Near Poor
5. Middle Income

### 2.5 Lifestyle Variables

Lifestyle can have a significant effect on the health outcomes for a person. We appreciate this intuitively and based on the numerous news stories and advertising directed at improving our diets and bodies. The following sections explore the value (from a business perspective) of nontraditional lifestyle variables.

### 2.5.1 Restricting High Fat / Cholesterol

Description: This variable indicates whether a doctor or other health professional had advised an individual to eat fewer high fat or high cholesterol foods. This variable by itself moderately predicts claim cost variation (with a coefficient of determination or $R^{2}$ of about $\left.1.2 \%\right)^{22}$, and in the presence of risk adjustment has a negligible incremental impact on the $R^{2}$ statistic (see Table 2.5.1(1), Section C line 1). In MEPS, a series of questions relating to preventive care and /or screening examinations are asked of each person ${ }^{23}$. Questions varied in terms of their applicability by age and gender ${ }^{24}$. One of the questions related to food intake, specifically whether a doctor has ever advised the person to restrict high fat or high cholesterol foods. This survey question has a 'Yes' or 'No' response.

Results: The results show much higher costs (over 50\%) than average for individuals that have been advised by a doctor or other healthcare professional to eat fewer high fat or high cholesterol foods (see Section 1, line 3). It is likely that part of this higher cost is due to a positive bias in utilization, since a 'Yes' response indicates a visit with a doctor or a healthcare professional. At an LRA of $4.1 \%$ this is a medium impact variable, with Issuer A preferring to enroll members that have not been advised by a physician to eat fewer high fat/cholesterol foods.

Although there is a dearth of published research articles quantifying the detrimental effects of high fat or high cholesterol food on either risk adjustment factors or expected medical cost, directional effects of these types of food on health status has been noticed for a long time. High fat or high

[^15]cholesterol significantly increases the risk of heart disease, while foods high in trans fats can cause cardiovascular disease (Jakobsen, et al., 2009).

Table 2.5.1(1) - Results for 'Restricting High Fat / High Cholesterol'

| Variable Name NOFAT53 |  |  | Class: Lifestyle |  | Desc: restrict hgh fat/choles food (>17) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Section A : Summarizing by non-traditional variable categories |  |  |  |  |  |  |  |  |  |  |  |
| Description | Total/Agg | Catg1 | Catg2 | Catg 3 | Catg 4 | Catg5 | Catg6 | Catg7 | Catg8 | Catg9 | Catg10 |
| 1 Category \% | 100\% | 37.3\% | 19.0\% | 43.7\% |  |  |  |  |  |  |  |
| 2 Total Expenditures | 1.0000 | 0.6782 | 1.8228 | 0.9172 |  |  |  |  |  |  |  |
| 3 Proxy Expenditures | 1.0000 | 0.7087 | 1.7241 | 0.9340 |  |  |  |  |  |  |  |
| 4 Traditional Risk Score | 1.0000 | 0.7424 | 1.6750 | 0.9266 |  |  |  |  |  |  |  |
| 5 Risk Score + N | 1.0000 | 0.7112 | 1.7295 | 0.9295 |  |  |  |  |  |  |  |
| 6 Risk Score $+\sum N^{\prime}{ }_{\text {prop }}$ | 1.0000 | 0.7470 | 1.6757 | 0.9224 |  |  |  |  |  |  |  |
| 7 Allowable Rating Factor | 1.0000 | 0.8317 | 1.2772 | 1.0232 |  |  |  |  |  |  |  |
| 8 Proxy Exp Adjusted | 1.0000 | 0.9663 | 1.0491 | 1.0074 |  |  |  |  |  |  |  |
| Section B: Issuer Selection Assumptions |  |  |  |  |  |  |  |  |  |  |  |
| 1 | LRA Rank | 1 | 3 | 2 |  |  |  |  |  |  |  |
| 2 Issuer A | 50.0\% | 37.3\% |  | 12.7\% |  |  |  |  |  |  |  |
| 3 Issuer B | 50.0\% | 0.0\% | 19.0\% | 31.0\% |  |  |  |  |  |  |  |
| Section C: Market Scenario |  |  |  |  |  |  |  |  |  |  |  |
| 1 Stand-Alone $R^{2}$ $1.23 \%$ <br> 2 Maximum $\{\operatorname{Pr}>\|t\|\}$ 0.0000 |  | Traditional Risk Score |  |  | Risk Score + $N$ |  |  | Risk Score $+\sum \mathbf{N}^{\prime}$ prop |  |  |  |
|  |  | Issuer A | Issuer B Market |  | Issuer A | Issuer B | Market | Issuer A Issuer B Market |  |  |  |
| 3 Market Share |  | 50\% | 50\% | 100\% |  |  |  |  |  |  |  |
| 4 Proxy Expenditures <br> 5 Allowable Rating Factor |  | 0.766 | 1.234 | 1.000 |  |  |  |  |  |  |  |
|  |  | 0.880 | 1.120 | 1.000 |  |  |  |  |  |  |  |
| 6 Risk Score |  | 0.789 | 1.211 | 1.000 | 0.767 | 1.233 | 1.000 | 0.792 | 1.208 | 1.000 |  |
| 7 Statewide Average Premium |  |  |  | 1.200 |  |  |  |  |  |  |  |
| 8 Premium without Risk Selection |  | 1.056 | 1.344 | 1.200 |  |  |  |  |  |  |  |
| 9 Premium with Risk Selection |  | 0.947 | 1.453 | 1.200 | 0.920 | 1.480 | 1.200 | 0.950 | 1.450 | 1.200 |  |
| 10 Risk Selection Transfer |  | (0.109) | 0.109 | - | (0.136) | 0.136 | - | (0.107) | 0.107 | - |  |
| 11 Loss Ratio |  | 80.9\% | 84.9\% | 82.9\% | 83.3\% | 83.4\% | 83.3\% | 80.6\% | 85.1\% | 82.9\% |  |
| 12 Loss Ratio subject to risk corridor |  | 80.9\% | 84.9\% ${ }^{\prime}$ | 82.9\% | 83.3\% | 83.4\% ${ }^{\prime}$ | 83.3\% | 80.6\% | 85.1\% | 82.9\% |  |
| 13 Loss Ratio Advantage (LRA) |  | 4.1\% Model $R^{2}$ : |  | 34.0\% | 0.1\% | Model $R^{2}$ : | 34.0\% | 4.5\% | Model $R^{2}$ : | 34.4\% |  |
| Section D: Statistical Significance Testing |  |  |  |  |  |  |  |  |  |  |  |
| $1 t$-statistic |  | 5.61 | (3.97) | (0.75) |  |  |  |  |  |  |  |
| $2 \mathrm{H}_{0}$ : Null Hypothesis |  | $\mu>=1$ | $\mu<=1$ | $\mu<=1$ |  |  |  |  |  |  |  |
| $3 \mathrm{H}_{1}$ : Alternate Hypothesis |  | $\begin{gathered} \mu<1 \\ \text { Yes } \end{gathered}$ | $\mu>1$ | $\mu>1$ |  |  |  |  |  |  |  |
| $4 \boldsymbol{H}_{0}$ rejected (at $\alpha=5 \%$ ) | Yes* |  | Yes | No |  |  |  |  |  |  |  |

Category Description (e.g. (1) corresponds with Catg1 above)

1. Not Ascertained/Didn't Know/Refused/Inapplicable 2. Yes
2. No

### 2.5.2 Smoking

Description: This variable indicates whether an individual is a smoker, with responses marked as 'Yes' or 'No'.

Table 2.5.2(1) - Results for 'Smoking'


Category Description (e.g. (1) corresponds with Catg1 above)

1. Not Ascertained/Inapplicable
2. Yes
3. No

Results: With an LRA of $4.3 \%$, this is a medium-impact variable. A surprising result from Table 2.5.2(1) is that Issuer A prefers to enroll individuals that smoke. The costs as well as risk-adjusted costs for these members are lower relative to nonsmokers. The author contacted the Agency for Healthcare

Research and Quality (who maintain MEPS data) to inquire whether the results were reasonable, with staff at AHRQ recommending looking at other variables (e.g. race or gender, etc.) that may be influencing the comparisons. The costs for smokers are lower even after we adjust for demographic (i.e. age/gender) factors and therefore demographic differences alone do not explain the observed difference. On further investigation one finds that coverage type is a discriminant factor as far as rates of smoking are concerned. The rate of smoking amongst the uninsured is significantly higher than in commercially insured cohorts. We discussed in Section 2.3.8 that the uninsured utilization and costs may be underreported in MEPS data, and that may partially explain why smokers exhibit lower costs. While we have not dug deeper into this counter-intuitive result, it certainly merits further study. Table 2.5.2(1) suggests that the results are statistically significant.

According to a study by the CDC, smoking attributes to 443,000 premature deaths annually as well as \$96B per year in smoking-attributable health care expenditures, averaged from 2001-2004 (Adhikari, Kahende, Malarcher, Pechacek, \& Tong, 2008). In a similar actuarial report, smokers were estimated to have health care costs average $34 \%$ more than non-smokers and that smoking-attributable expenditures represent 7\% of the total cost of health care (Leif Associates, 2012). While smokers generally have more disease than non-smokers, their life expectancies are much shorter which offset these costs because of the additional costs incurred later in life.

### 2.5.3 Advised to Exercise More

Description: This variable indicates whether a doctor has ever advised the person to exercise more, with responses marked as a 'Yes' or 'No'.

Results: With an LRA of $3.9 \%$ this is a medium-impact variable. The stand-alone accuracy (as measured by the $R^{2}$ ) of this variable is high for a nontraditional variable at almost $2 \%$ (similar to that of gender), and the resulting coefficients are all statistically significant. Issuer A prefers members that have not been advised to exercise more.

Research has shown that individuals who are physically inactive tend to have a higher risk of developing diabetes and cardiovascular diseases. Those who are more physically active also have lower health care expenditures and lower health care utilization. One study has suggested that annual healthcare costs decrease with increased physical activity, independent of BMI and other variables (Wang, McDonald, Reffitt, \& Edington, 2005).

Table 2.5.3(1) - Results for 'Advised to Exercise More'


Category Description (e.g. (1) corresponds with Catg1 above)

1. Not Ascertained/Didn't Know/Refused/Inapplicable 2. Yes
2. No

Another study provided employees with a small financial incentive to exercise regularly In order to study its effect on claim costs. For employees who participated in the program and worked out 8 times per month, their monthly medical costs were significantly lower than that of the control group (Medica, 2007).

### 2.5.4 Problems with Health \& Social Activities

Description: This variable indicates if physical health or emotional problems interfered with social activities during the past four weeks.

Results: At an LRA of over $8 \%$, this is a high-impact variable. Issuer A has a strong preference for members reporting that problems with health impeded their social activities 'none of the time'. Despite that Issuer A's overall risk is below average and cuts a sizeable check to Issuer B, Issuer A comes out far ahead of Issuer B in terms of financial performance. The stand-alone power (i.e. $R^{2}$ metric) of this variable to explain variation in healthcare costs is also high at over $5 \%$.

Table 2.5.4(1) - Results for 'Problems with Health \& Social Activities'


Category Description (e.g. (1) corresponds with Catg1 above)

1. Not Ascertained/Didn’t Know/Inapplicable
2. All of the Time
3. Most of the Time
4. Some of the Time
5. Little of the Time
6. None of the Time

### 2.5.5 Attitude towards Healthcare Utilization

Description: This variable describes an attitude towards using healthcare services. Individuals were asked to what extent they agreed with the statement that they 'can overcome ills without medical help'.

Table 2.5.5(1) - Results for 'Attitude towards Healthcare Utilization'


Category Description (e.g. (1) corresponds with Catg1 above)

1. Not Ascertained/Inapplicable
2. Disagree Strongly
3. Disagree Somewhat
4. Uncertain
5. Agree Somewhat
6. Agree Strongly

Results: This is a rather interesting variable, one that with an LRA of over 6\% has a high-impact. Issuer A prefers members that generally agree with the statement that they can overcome health ailments without medical help. Consequently their measured risk score is higher than their cost resulting in risk adjusted costs that are much lower than average. The presumed explanation is that despite predicting higher than expected medical costs, these individuals are actually able to overcome those diagnoses or ills without utilizing as many medical resources as expected. Perhaps these individuals are less inclined to over-utilize medical care and more likely to take a wait-and-see approach in certain cases, rather than rush to obtain medical care (this is of course speculative).

### 2.5.6 Energy

Description: This variable indicates whether an individual had a lot of energy during the past four weeks.

Results: The stand-alone statistical accuracy (i.e. the $\mathrm{R}^{2}$ ) of this variable is high at almost $5 \%$. Even though its stand-alone predictive accuracy is high, this variable has a negligible marginal contribution to overall accuracy of a traditional risk adjustment model (this is a theme for all nontraditional variables). As stated through this report, we focus on the financial incentives rather than statistical performance - and at an LRA of over $6 \%$ - this is a high impact variable. Issuer A prefers enrolling individuals that had energy 'most of the time' or 'all of the time'. The differences in riskadjusted cost are statistically significant each category level of this nontraditional variable.

## Table 2.5.6(1) - Results for 'Energy'



Category Description (e.g. (1) corresponds with Catg1 above)

1. Not Ascertained/Inapplicable
2. All of the Time
3. Most of the Time
4. Some of the Time
5. Little of the Time
6. None of the Time

### 2.5.7 Socially Limited

Description: This variable indicates whether health limited social activities and whether the person indicated use of assistive technology, with responses marked as a 'Yes' or 'No'.

Results: The results of the stand-alone regression performance are similar to those presented for the 'having energy' indicator (Section 2.5.6). At an LRA of over $4 \%$ this is a medium impact variable. Issuer A prefers members that have indicated that they do not use any assistive technologies.

Table 2.5.7(1) - Results for 'Socially Limited'


Category Description (e.g. (1) corresponds with Catg1 above)

1. Not Ascertained/Didn’t Know/Refused/Inapplicable 2. Yes
2. No

### 2.5.8 Physical Activity

Description: This variable indicates whether the person currently spends a half hour or more in moderate to vigorous physical activity at least three times a week. This was only asked of individuals aged 18 and older, with responses marked as a 'Yes' or 'No'.

Results: Issuer A prefers members that indicate that they currently engage in some physical activity through the week - however at an LRA of $2.3 \%$ this is a low impact variable. The magnitude of the impact is lower than the author would have suspected - one reason is that the risk score of those that indicated that they did not exercise regularly corresponds closely with their costs.

Table 2.5.8(1) - Results for 'Physical Activity'


Category Description (e.g. (1) corresponds with Catg1 above)

1. Not Ascertained/Didn’t Know/Refused/Inapplicable 2. Yes
2. No

### 2.5.9 Risk Aversion

Description: This variable indicates whether the respondent was more likely to take risks than the average person.

Table 2.5.9(1) - Results for 'Risk Aversion'


Category Description (e.g. (1) corresponds with Catg1 above)

1. Not Ascertained/Inapplicable
2. Disagree Strongly
3. Disagree Somewhat
4. Uncertain
5. Agree Somewhat
6. Agree Strongly

Results: A little counter-intuitive, Issuer A prefers members that either did not respond to this question or those that take more risks than the average person. The term 'risk' is not fully defined in the

MEPS survey questionnaire and so it is possible, for example, that individuals that are athletic and go rock climbing would pencil in 'agree strongly' as a response. At an LRA of over $3.3 \%$ this is a medium impact variable

### 2.5.10 Attitude towards Healthcare Insurance

Description: This variable describes an attitude towards purchasing health insurance. Individuals were asked whether they agree or disagree with the statement that they 'do not need health insurance'.

Table 2.5.10(1) - Results for 'Attitude towards Healthcare Insurance'


Category Description (e.g. (1) corresponds with Catg1 above)

1. Not Ascertained/Inapplicable
2. Disagree Strongly
3. Disagree Somewhat
4. Uncertain
5. Agree Somewhat
6. Agree Strongly

Results: This is an interesting variable - and at an LRA of over 6\% is also high impact. Issuer A prefers members that feel like they do not need health insurance. (We assume issuer A can actually enroll these individuals!). This is consistent with the results for the insurance coverage variable (section 2.3.8). The results in $2.5 .10(1)$ suggest that the risk adjusted average costs for all of the categories for this variable are significantly different than the population average (i.e. 1.00).

### 2.5.11 Problems with Getting involved in Sports or Hobbies

Description: This variable indicates whether a child has behavioral problems with getting involved in activities like sports or hobbies. The MEPS study only includes children ages 5-17 and answers are based on the Columbia Impairment Scale. Respondents were asked to respond on a scale from 0 to 4, where a ' 0 ' indicated 'No Problem' and a ' 4 ' indicated 'A Very Big Problem'.

Results: At an LRA of little over $1 \%$ this is a low impact variable. The question was asked only of children, which covers a smaller proportion of the tested population. This illustrates the importance of the proportion of the population for which information can be collected. If information is available on only a small segment of the population that is demographically homogenous or homogenous in traditional average risk score, then that variable is less likely to produce a high impact. In the case of this variable, not only does it involve responses for a small section of the population, that demographic cohort is already adjusted in the traditional risk adjustment formula. However if a nontraditional variable yields information on a small subset of the population and that subset has very high or very low risk adjusted cost - then the variable may have a higher impact.

Table 2.5.11(1) - Results for 'Getting Involved in Sports or Hobbies'


Category Description (e.g. (1) corresponds with Catg1 above)

1. Not Ascertained/Didn't Know/Refused/Inapplicable
2. 0 (scale of $0-4$ )
3. 1 (scale of $0-4$ )
4. 2 (scale of $0-4$ )
5. 3 (scale of $0-4$ )
6. 4 (scale of $0-4$ )
7. Asked, But Inapplicable

### 2.5.12 Body Mass Index (BMI)

Description: This variable is a mix of the adult Body Mass Index (ages 18 and older) and the child's Body Mass Index. The adult BMI is solely based on the individual's reported height and weight while the child's BMI also takes into account age.

Results: At an LRA of less than $2 \%$ this is a low impact variable. Interestingly, issuer A selects individuals that either did not respond to the question, or had a normal-high BMI while avoiding members with a low BMI. One reason is that while the costs for the obese individuals are high, their risk score slightly over-predicts their costs. Therefore the issuer has a slight incentive to choose these members.

Table 2.5.12(1) - Results for 'Body Mass Index’

| Variable Name BMINDX53_C |  |  | Class: Lifestyle |  | Desc: adult body mass index (>17) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Section A : Summarizing by non-traditional variable categories |  |  |  |  |  |  |  |  |  |  |  |
| Description | Total/Agg | Catg1 | Catg2 | Catg 3 | Catg 4 | Catg5 | Catg6 | Catg7 | Catg8 | Catg9 | Catg10 |
| 1 Category \% | 100\% | 31.8\% | 1.2\% | 25.1\% | 24.1\% | 17.9\% |  |  |  |  |  |
| 2 Total Expenditures | 1.0000 | 0.6894 | 0.9891 | 0.9842 | 1.0657 | 1.4861 |  |  |  |  |  |
| 3 Proxy Expenditures | 1.0000 | 0.7178 | 1.0298 | 0.9703 | 1.0497 | 1.4738 |  |  |  |  |  |
| 4 Traditional Risk Score | 1.0000 | 0.7356 | 0.9606 | 0.9517 | 1.0493 | 1.4735 |  |  |  |  |  |
| 5 Risk Score + N | 1.0000 | 0.7205 | 0.9316 | 0.9707 | 1.0504 | 1.4741 |  |  |  |  |  |
| 6 Risk Score $+\sum N^{\prime}$ prop | 1.0000 | 0.7404 | 0.9658 | 0.9548 | 1.0467 | 1.4637 |  |  |  |  |  |
| 7 Allowable Rating Factor | 1.0000 | 0.8013 | 0.9264 | 1.0258 | 1.1249 | 1.1534 |  |  |  |  |  |
| 8 Proxy Exp Adjusted | 1.0000 | 0.9822 | 1.0692 | 1.0186 | 1.0004 | 1.0003 |  |  |  |  |  |
| Section B : Issuer Selection Assumptions |  |  |  |  |  |  |  |  |  |  |  |
| 1 | LRA Rank | 1 | 5 | 4 | 3 | 2 |  |  |  |  |  |
| 2 Issuer A | 50.0\% | 31.8\% |  |  | 0.4\% | 17.9\% |  |  |  |  |  |
| 3 Issuer B | 50.0\% | 0.0\% | 1.2\% | 25.1\% | 23.7\% | 0.0\% |  |  |  |  |  |
| Section C: Market Scenario |  |  |  |  |  |  |  |  |  |  |  |
| 1 Stand-Alone $R^{2}$ $1.32 \%$ <br> 2 Maximum $\{\operatorname{Pr}>\|t\|\}$ $-\ldots . . . . . . . . . . . . . . . . . . . . . ~$ |  | Traditional Risk Score |  |  | Risk Score + N |  |  | Risk Score $+\sum N^{\prime}{ }_{\text {prop }}$ |  |  |  |
|  |  | Issuer A 50\% | Issuer B 50\% | Market | Issuer A | Issuer B | Market | Issuer A | Issuer B | Market |  |
| 3 Market Share |  |  |  | 100\% |  |  |  |  |  |  |  |
| 4 Proxy Expenditures |  | 0.991 | 1.009 | 1.000 |  |  |  |  |  |  |  |
| 5 Allowable Rating Factor |  | 0.930 | 1.070 | 1.000 |  |  |  |  |  |  |  |
| 6 Risk Score |  | 1.002 | 0.998 | 1.000 | 0.992 | 1.008 | 1.000 | 1.001 | 0.999 | 1.000 |  |
| 7 Statewide Average Premium |  |  |  | 1.200 |  |  |  |  |  |  |  |
| 8 Premium without Risk Selection |  | 1.116 | 1.284 | 1.200 |  |  |  |  |  |  |  |
| 9 Premium with Risk Selection |  | 1.202 | 1.198 | 1.200 | 1.191 | 1.209 | 1.200 | 1.202 | 1.198 | 1.200 |  |
| 10 Risk Selection Transfer |  | 0.087 | (0.087) | - | 0.075 | (0.075) | - | 0.086 | (0.086) | - |  |
| 11 Loss Ratio |  | 82.4\% | 84.3\% | 83.3\% | 83.2\% | 83.5\% | 83.3\% | 82.4\% | 84.2\% | 83.3\% |  |
| 12 Loss Ratio subject to risk corridor |  | 82.4\% | 84.3\% ${ }^{\prime}$ | 83.3\% | 83.2\% | 83.5\% ${ }^{\prime \prime}$ | 83.3\% | 82.4\% | 84.2\% | 83.3\% |  |
| .................. Loss Ratio Advantage (LRA) |  | 1.9\% Model $R^{2}$ : |  | 34.0\% | 0.3\% Model $R^{2}$ : |  | 34.0\% | 1.8\% | Model $R^{2}$ : | 34.4\% |  |
| Section D: Statistical Significance Testing |  |  |  |  |  |  |  |  |  |  |  |
| $1 t$-statistic |  | 2.76 | (1.62) | (0.55) | (0.04) | (0.03) |  |  |  |  |  |
| $2 \boldsymbol{H}_{0}$ : Null Hypothesis |  | $\mu>=1$ | $\mu<=1$ | $\mu<=1$ | $\mu<=1$ | $\mu<=1$ |  |  |  |  |  |
| $3 \mathrm{H}_{1}$ : Alternate Hypothesis |  | $\mu<1$ | $\mu>1$ | $\mu>1$ | $\mu>1$ | $\mu>1$ |  |  |  |  |  |
| $4 \mathrm{H}_{0}$ rejected (at $\alpha=5 \%$ ) | Yes* | Yes | No | No | No | No |  |  |  |  |  |

Category Description (e.g. (1) corresponds with Catg1 above)

1. Not Ascertained/Inapplicable
2. 1-18.5
3. 18.6-24.9
4. $25-29.9$
5. 30+

### 2.6 Psychological Self-Assessment Variables

This section presents the results for the nontraditional variables that were categorized as relating to mental or behavioral well-being as assessed by the respondents in the MEPS survey.

### 2.6.1 Problems Having Fun

Description: This variable indicates whether a child has behavioral problems 'having fun'. This question was only asked of children aged 5-17 and answers are based on the Columbia Impairment Scale. Respondents were asked to respond on a scale from 0 to 4, where a '0' indicated 'No Problem' and a ' 4 ' indicated 'A Very Big Problem'.

Table 2.6.1(1) - Results for 'Problems Having Fun'


Category Description (e.g. (1) corresponds with Catg1 in table 2.6 .1 above)

1. Not Ascertained/Didn't Know/Refused/Inapplicable
2. 0 (scale of $0-4$ )
3. 1 (scale of 0-4)
4. 2 (scale of $0-4$ )
5. 3 (scale of 0-4)
6. 4 (scale of $0-4$ )
7. Asked, But Inapplicable

Results: This variable has the same issues as the variable 'Problems with Getting involved in Sports or Hobbies' (Section 2.5.11), and the same discussion applies. Result details are presented in

Table 2.6.1(1).

### 2.6.2 Mental Health

Description: This variable indicates the respondent's perception of his or her mental well-being.

Table 2.6.2(1) - Results for 'Mental Health'


Category Description (e.g. (1) corresponds with Catg1 above)

1. Not Ascertained/Didn't Know/Refused/Inapplicable
2. Excellent
3. Very Good
4. Good
5. Fair
6. Poor

Results: At an LRA of over 4\% this is a medium impact variable. Issuer A selects members that assess themselves as having 'excellent' or 'very good' mental health. The responses provide a clear correlation of mental well-being (self-assessed) with costs and risk adjusted costs, both of which are lower than the average. Table 2.6.2(1) indicates that the results are statistically significant.

Studies have shown that patients with mental health problems pose a difficult problem for health care costs because mental illnesses are challenging to categorize, often misdiagnosed, and vary widely from person to person. From 1997 to 2002, the number of individuals with mental disorders increased from 20.1 million to 31.2 million, partly from changes in how mental health disorders are categorized. Medical expenditures for mental disorders also increased $\$ 11.3 \mathrm{~B}$ during this period (Olin \& Rhoades, 2005). Mental health disorders can also be more costly if left untreated. For those left untreated, mental disorders may lead to increased unemployment, hospital and emergency room use, suicide, early deaths due to chronic illness, and loss of productivity.

### 2.6.3 Cognitive Limitations

Description: This variable indicates any cognitive limitation such as (1) experienced confusion or memory loss, (2) had problems making decisions, or (3) required supervision for their own safety. If the individual selected 'Yes' for any one of these categories, then they were coded as 'Yes' for the MEPS survey. Responses are marked with either a 'Yes' or 'No'

Results: This is a low impact nontraditional variable. Issuer A selects those individuals that did not respond to the question or responded that they did not have cognitive limitations.

Table 2.6.3(1) - Results for 'Cognitive Limitations'


Category Description (e.g. (1) corresponds with Catg1 above)

1. Didn't Know/Inapplicable
2. Yes
3. No

### 2.6.4 Feeling Calm and Peaceful

Description: This variable indicates if a person felt calm and peaceful during the last four weeks.

Results: At an LRA of over 6\% this is a high impact variable - and Issuer A selects members that felt calm or peaceful (or did not respond to the survey question) all of the time. This question was asked of respondents as part of the Self-Administered Questionnaire (SAQ), a paper and pencil based survey of adults only. It is interesting to note that the only category preferred by Issuer A is where members felt
calm and peaceful all of the time, with the secondary preference being children or where there was not a response to the survey question. One possible reason is that the costs (Section A. 3 in Table 2.6.4(1)) rise significantly as the respondent feels calm and peaceful less often, and the risk score does not rise commensurate with this increase in costs (Section A. 4 in table 2.6.4).

Table 2.6.4(1) - Results for 'Feeling Calm and Peaceful'


Category Description (e.g. (1) corresponds with Catg1 above)

1. Not Ascertained/Inapplicable
2. All of the Time
3. Most of the Time
4. Some of the Time
5. Little of the Time
6. None of the Time

### 2.6.5 Work Limited due to Mental Issues

Description: Adult respondents in MEPS were asked the question "During the past 4 weeks, how much of the time have you had any of the following problems with your work or other regular daily activities as a result of any emotional problems (such as feeling depressed or anxious)?" The follow up multiple choice question was if the respondent "did work or other activities less carefully than usual".

Table 2.6.5(1) - Results for 'Work Limited due to Mental Issues'

| Variable Name ADMWLM42 |  |  | Class: Psychological Statu. |  |  | Desc: limited in work in past 4 weeks, due to mental healt |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Section A : Summarizing by non-traditional variable categories |  |  |  |  |  |  |  |  |  |  |  |
| Description | Total/Agg | Catg1 | Catg2 | Catg3 | Catg 4 | Catg5 | Catg6 | Catg7 | Catg8 | Catg9 | Catg10 |
| 1 Category \% | 100\% | 48.5\% | 0.5\% | 1.0\% | 4.0\% | 8.8\% | 37.3\% |  |  |  |  |
| 2 Total Expenditures | 1.0000 | 0.7654 | 4.7423 | 3.2659 | 1.7978 | 1.4742 | 0.9958 |  |  |  |  |
| 3 Proxy Expenditures | 1.0000 | 0.7842 | 3.3744 | 3.0294 | 1.8264 | 1.4142 | 1.0079 |  |  |  |  |
| 4 Traditional Risk Score | 1.0000 | 0.8162 | 2.3833 | 2.3490 | 1.6915 | 1.3538 | 1.0269 |  |  |  |  |
| 5 Risk Score + N | 1.0000 | 0.8013 | 3.3744 | 3.0294 | 1.8264 | 1.4142 | 0.9858 |  |  |  |  |
| 6 Risk Score $+\sum N^{\prime}$ prop | 1.0000 | 0.8205 | 2.3844 | 2.3464 | 1.6815 | 1.3471 | 1.0240 |  |  |  |  |
| 7 Allowable Rating Factor | 1.0000 | 0.8887 | 1.1957 | 1.2029 | 1.1461 | 1.1203 | 1.0927 |  |  |  |  |
| 8 Proxy Exp Adjusted | 1.0000 | 0.9681 | 1.9911 | 1.6804 | 1.1349 | 1.0603 | 0.9810 |  |  |  |  |
| Section B : Issuer Selection Assumptions |  |  |  |  |  |  |  |  |  |  |  |
| 1 | LRA Rank | 1 | 6 | 5 | 4 | 3 | 2 |  |  |  |  |
| 2 Issuer A | 50.0\% | 48.5\% |  |  |  |  | 1.5\% |  |  |  |  |
| 3 Issuer B | 50.0\% | 0.0\% | 0.5\% | 1.0\% | 4.0\% | 8.8\% | 35.7\% |  |  |  |  |
| Section C: Market Scenario |  |  |  |  |  |  |  |  |  |  |  |
| 1 Stand-Alone $R^{2}$ $3.10 \%$ <br> 2 Maximum $\{\mathrm{Pr}>\|t\|\}$ 0.0000 |  | Traditional Risk Score |  |  | Risk Score + $\boldsymbol{N}$ |  |  | Risk Score $+\sum N^{\prime}{ }_{\text {prop }}$ |  |  |  |
|  |  | Issuer A 50\% | Issuer B | $\begin{array}{r} \text { Market } \\ 100 \% \end{array}$ | Issuer A | Issuer B | Market | Issuer A Issuer B Market |  |  |  |
| 3 Market Share |  |  | 50\% |  |  |  |  |  |  |  |  |
| 4 Proxy Expenditures |  | 0.791 | 1.209 | 1.000 |  |  |  |  |  |  |  |
| 5 Allowable Rating Factor |  | 0.895 | 1.105 | 1.000 |  |  |  |  |  |  |  |
| 6 Risk Score 7 Statewide Average Premium |  | 0.823 | 1.177 | 1.000 | 0.807 | 1.193 | 1.000 | 0.827 | 1.173 | 1.000 |  |
|  |  |  |  | 1.200 |  |  |  |  |  |  |  |
| 8 Premium without Risk Selection |  | 1.074 | 1.326 | 1.200 |  |  |  |  |  |  |  |
| 9 Premium with Risk Selection |  | 0.987 | 1.413 | 1.200 | 0.968 | 1.432 | 1.200 | 0.992 | 1.408 | 1.200 |  |
| 10 Risk Selection Transfer |  | (0.087) | 0.087 | - | (0.106) | 0.106 | - | (0.082) | 0.082 | - |  |
| 11 Loss Ratio |  | 80.1\% | 85.6\% | 82.9\% | 81.7\% | 84.4\% | 83.1\% | 79.7\% | 85.9\% | 82.8\% |  |
| 12 Loss Ratio subject to risk corridor |  | 80.1\% | 85.6\% ${ }^{\prime \prime}$ | 82.9\% | 81.7\% | 84.4\% ${ }^{\prime \prime}$ | 83.1\% | 80.0\% | 85.9\% | 82.9\% |  |
| 13 Loss Ratio Advantage (LRA) |  | 5.4\% Model $R^{2}$ : |  | 34.0\% | 2.7\% Model $R^{2}$ : |  | 34.0\% | 5.9\% | Model $R^{2}$ : | 34.4\% |  |
| Section D: Statistical Significance Testing |  |  |  |  |  |  |  |  |  |  |  |
| $1 t$-statistic |  | 5.61 | (8.00) | (7.22) | (3.15) | (2.69) | 1.41 |  |  |  |  |
| $2 \mathrm{H}_{0}$ : Null Hypothesis |  | $\mu>=1$ | $\mu<=1$ | $\mu<=1$ | $\mu<=1$ | $\mu<=1$ | $\mu>=1$ |  |  |  |  |
| $3 \mathrm{H}_{1}$ : Alternate Hypothesis |  | $\mu<1$ | $\mu>1$ | $\mu>1$ | $\mu>1$ | $\mu>1$ | $\mu<1$ |  |  |  |  |
| $4 H_{0}$ rejected (at $\alpha=5 \%$ ) | Yes* | Yes | Yes | Yes | Yes | Yes | No |  |  |  |  |

Category Description (e.g. (1) corresponds with Catg1 above)

1. Not Ascertained/Didn’t Know/Inapplicable
2. All of the Time
3. Most of the Time
4. Some of the Time
5. Little of the Time
6. None of the Time

Results: Issuer A selects members that either did not respond to the question - or mental health issues did not in any way limit work or other activities. This is a medium impact variable.

### 2.7 Physical Self-Assessment Variables

The physical self-assessment nontraditional variables are interesting in that they are most directly related to healthcare cost, and not surprisingly also rank highest in terms of LRA or any class of nontraditional variables. This section presents detailed results for four selected variables that reflect a person's physical well-being.

### 2.7.1 Limited in Moderate Activities

Description: This variable indicates whether any IADL (instrumental activities of daily living), functional, activity, or sensory limitations questions were checked as 'Yes' during the survey. If so, then this variable was coded as 'Yes'. Responses were marked with either a 'Yes' or a 'No'.

Results: This variable has one of the highest stand-alone model predictive accuracy, and is also a high impact variable with an LRA of $8 \%$. Issuer A selects individuals that indicate that they were not limited in their activities by their health. The risk adjusted costs for individuals that indicated that they were limited is very high at $39 \%$ over the population average. This indicates that the traditional risk score is not able to reflect the full risk of these members, risk that is assumed by issuer B.

Table 2.7.1(1) - Results for 'Limited in Moderate Activities'

| Variable Name ANYLIM |  | Class: Physical Status |  |  | Desc: Any IADL, ADL, sensory, or activity limitation |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Section A : Summarizing by non-traditional variable categories |  |  |  |  |  |  |  |  |  |  |
| Description Total/Agg | Catg1 | Catg2 | Catg 3 | Catg 4 | Catg5 | Catg6 | Catg7 | Catg8 | Catg9 | Catg10 |
| 1 Category\% 100\% | 1.9\% | 13.5\% | 84.6\% |  |  |  |  |  |  |  |
| 2 Total Expenditures 1.0000 | 1.1399 | 2.7040 | 0.7245 |  |  |  |  |  |  |  |
| 3 Proxy Expenditures 1.0000 | 0.9768 | 2.4039 | 0.7760 |  |  |  |  |  |  |  |
| 4 Traditional Risk Score 1.0000 | 0.9358 | 2.0064 | 0.8405 |  |  |  |  |  |  |  |
| 5 Risk Score $+N \quad 1.0000$ | 0.9016 | 2.4039 | 0.7777 |  |  |  |  |  |  |  |
| 6 Risk Score $+\sum N_{\text {prop }}^{\prime} \quad 1.0000$ | 0.9870 | 2.0141 | 0.8382 |  |  |  |  |  |  |  |
| 7 Allowable Rating Factor 1.0000 | 0.8016 | 1.2684 | 0.9614 |  |  |  |  |  |  |  |
| 8 Proxy Exp Adjusted $\quad 1.0000$ | 1.0411 | 1.3975 | 0.9355 |  |  |  |  |  |  |  |
| Section B : Issuer Selection Assumptions |  |  |  |  |  |  |  |  |  |  |
| 1 LRA Rank | 2 | 3 | 1 |  |  |  |  |  |  |  |
| 2 Issuer A 50.0\% |  |  | 50.0\% |  |  |  |  |  |  |  |
| 3 Issuer B 50.0\% | 1.9\% | 13.5\% | 34.6\% |  |  |  |  |  |  |  |
| Section C: Market Scenario |  |  |  |  |  |  |  |  |  |  |
| 1 Stand-Alone $R^{2} \quad 7.28 \%$ | Traditional Risk Score |  |  | Risk Score $+\boldsymbol{N}$ |  |  | Risk Score $+\sum \boldsymbol{N}^{\prime}$ prop |  |  |  |
| $2 \mathrm{Maximum}\{\mathrm{Pr}>\|t\|\} \quad 0.000$ | Issuer A$50 \%$ | Issuer B | Market | Issuer A | Issuer B | Market | Issuer A Issuer B Market |  |  |  |
| 3 Market Share |  | 50\% | 100\% |  |  |  |  |  |  |  |
| 4 Proxy Expenditures | 0.776 | 1.224 | 1.000 |  |  |  |  |  |  |  |
| 6 Risk Score | 0.961 | 1.039 | 1.000 |  |  |  |  |  |  |  |
|  | 0.840 | 1.160 | 1.000 | 0.778 | 1.222 | 1.000 | 0.838 | 1.162 | 1.000 |  |
| 7 Statewide Average Premium |  |  | 1.200 |  |  |  |  |  |  |  |
| 8 Premium without Risk Selection | 1.154 | 1.246 | 1.200 |  |  |  |  |  |  |  |
| 9 Premium with Risk Selection | 1.009 | 1.391 | 1.200 | 0.933 | 1.467 | 1.200 | 1.006 | 1.394 | 1.200 |  |
| 10 Risk Selection Transfer | (0.145) | 0.145 | - | (0.220) | 0.220 | - | (0.148) | 0.148 | - |  |
| 11 Loss Ratio | 76.9\% | 88.0\% | 82.5\% | 83.2\% | 83.4\% | 83.3\% | 77.2\% | 87.8\% | 82.5\% |  |
| 12 Loss Ratio subject to risk corridor | 80.0\% | 88.0\% ${ }^{\prime}$ | 84.0\% | 83.2\% | 83.4\% ${ }^{\prime}$ | 83.3\% | 80.0\% | 87.8\% | 83.9\% |  |
| 13 Loss Ratio Advantage (LRA) | 8.0\% Model $R^{2}$ : |  | 34.0\% | 0.3\% | Model $R^{2}$ : | 34.0\% | 7.8\% | Model $R^{2}$ : | 34.4\% |  |
| Section D: Statistical Significance Testing |  |  |  |  |  |  |  |  |  |  |
| $1 t$-statistic | (1.37) | (12.68) | 6.20 |  |  |  |  |  |  |  |
| $2 \mathrm{H}_{0}$ : Null Hypothesis | $\mu<=1$ | $\mu<=1$ | $\mu>=1$ |  |  |  |  |  |  |  |
| $3 \mathrm{H}_{1}$ : Alternate Hypothesis | $\mu>1$ | $\mu>1$ | $\mu<1$ |  |  |  |  |  |  |  |
| $4 H_{0}$ rejected (at $\alpha=5 \%$ ) Yes* | No | Yes | Yes |  |  |  |  |  |  |  |

Category Description (e.g. (1) corresponds with Catg1 above)

1. Not Ascertained/Inapplicable
2. Yes
3. No

### 2.7.2 Pain Interfered with Normal Life

Description: This variable indicates if during the past 4 weeks, pain interfered with normal work outside the home and housework.

Results: This is a high impact variable - with Issuer A having a strong incentive to select members that indicated that pain does not interfere with their normal activities 'at all'. The risk adjusted cost for individuals that indicated pain 'extremely' interfered with their activities is over 200\%! This implies that a traditional risk score may not do an adequate job of reflecting the underlying risk of these individuals.

Table 2.7.2(1) - Results for 'Pain Interfered with Normal Life'


Category Description (e.g. (1) corresponds with Catg1 above)

1. Not Ascertained/Didn't Know/Inapplicable
2. Not at All
3. A Little Bit
4. Moderately
5. Quite a Bit
6. Extremely

### 2.7.3 Difficulty in Climbing Stairs

Description: This variable indicates if during the day, the person had limitations in climbing several flights of stairs.

Results: Also a high impact variable, Issuer A selects members that are not limited by their health in an activity such as climbing stairs. The risk adjusted cost for individuals that are 'limited a lot' is over $70 \%$ higher than average - indicating that a traditional risk score does not fully recognize their risk.

Table 2.7.3(1) - Results for 'Difficulty in Climbing Stairs'


Category Description (e.g. (1) corresponds with Catg1 above)

1. Not Ascertained/Inapplicable
2. Limited a Lot
3. Limited a Little
4. Not Limited

### 2.7.4 General Health Today

Description: This variable indicates what the general health status of the respondent was at the time of the survey.

Results: Issuer A selects members that are in 'excellent', 'very good' or 'good' health and has a high (6.1\%) LRA value as a result.

Table 2.7.4(1) - Results for 'General Health Today'

| Variable Name ADGENH42 |  |  | Class: Physical Status |  |  | Desc: general health today |  |  |  | Catg9 | Catg10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Section A : Summarizing by non-traditional variable categories |  |  |  |  |  |  |  |  |  |  |  |
| Description | Total/Agg | Catg1 | Catg2 | Catg 3 | Catg 4 | Catg5 | Catg6 | Catg7 | Catg8 |  |  |
| 1 Category \% | 100\% | 30.1\% | 15.2\% | 28.1\% | 20.4\% | 5.3\% | 1.0\% |  |  |  |  |
| 2 Total Expenditures | 1.0000 | 0.6212 | 0.6047 | 0.9078 | 1.3477 | 2.5862 | 5.7732 |  |  |  |  |
| 3 Proxy Expenditures | 1.0000 | 0.6593 | 0.6578 | 0.9383 | 1.3289 | 2.2983 | 4.8204 |  |  |  |  |
| 4 Traditional Risk Score | 1.0000 | 0.6686 | 0.6865 | 0.9817 | 1.3551 | 2.0901 | 3.3872 |  |  |  |  |
| 5 Risk Score + $N$ | 1.0000 | 0.6593 | 0.6578 | 0.9383 | 1.3289 | 2.2983 | 4.8204 |  |  |  |  |
| 6 Risk Score $+\sum N^{\prime}$ prop | 1.0000 | 0.6724 | 0.6915 | 0.9844 | 1.3454 | 2.0767 | 3.3916 |  |  |  |  |
| 7 Allowable Rating Factor | 1.0000 | 0.7759 | 1.0037 | 1.0754 | 1.1468 | 1.2410 | 1.3162 |  |  |  |  |
| 8 Proxy Exp Adjusted | 1.0000 | 0.9907 | 0.9713 | 0.9567 | 0.9738 | 1.2082 | 2.4332 |  |  |  |  |
| Section B : Issuer Selection Assumptions |  |  |  |  |  |  |  |  |  |  |  |
| 1 | LRA Rank | 4 | 2 | 1 | 3 | 5 | 6 |  |  |  |  |
| 2 Issuer A | 50.0\% |  | 15.2\% | 28.1\% | 6.6\% |  |  |  |  |  |  |
| 3 Issuer B | 50.0\% | 30.1\% | 0.0\% | 0.0\% | 13.7\% | 5.3\% | 1.0\% |  |  |  |  |
| Section C: Market Scenario |  |  |  |  |  |  |  |  |  |  |  |
| 1 Stand-Alone $R^{2}$ <br> 2 Maximum $\{\operatorname{Pr}>\|t\|\}$ | 7.03\% | Traditional Risk Score |  |  | Risk Score + N |  |  | Risk Score $+\sum \mathbf{N}^{\prime}{ }_{\text {prop }}$ |  |  |  |
|  |  | Issuer A | Issuer B | Market | Issuer A | Issuer B | Market | Issuer A | Issuer B | Market |  |
| 3 Market Share |  | 50\% | 50\% | 100\% |  |  |  |  |  |  |  |
| 4 Proxy Expenditures |  | 0.905 | 1.095 | 1.000 |  |  |  |  |  |  |  |
| 5 Allowable Rating Factor |  | 1.063 | 0.937 | 1.000 |  |  |  |  |  |  |  |
| 6 Risk Score |  | 0.941 | 1.059 | 1.000 | 0.905 | 1.095 | 1.000 | 0.943 | 1.057 | 1.000 |  |
| 7 Statewide Average Premium |  |  |  | 1.200 |  |  |  |  |  |  |  |
| 8 Premium without Risk Selection |  | 1.276 | 1.124 | 1.200 |  |  |  |  |  |  |  |
| 9 Premium with Risk Selection |  | 1.129 | 1.271 | 1.200 | 1.085 | 1.315 | 1.200 | 1.132 | 1.268 | 1.200 |  |
| 10 Risk Selection Transfer |  | (0.146) | 0.146 | - | (0.190) | 0.190 | - | (0.144) | 0.144 | - |  |
| 11 Loss Ratio |  | 80.1\% | 86.2\% | 83.2\% | 83.3\% | 83.3\% | 83.3\% | 79.9\% | 86.4\% | 83.2\% |  |
| 12 Loss Ratio subject to risk corridor |  | 80.1\% | 86.2\% ${ }^{\prime}$ | 83.2\% | 83.3\% | 83.3\% ${ }^{\prime}$ | 83.3\% | 80.0\% | 86.4\% | 83.2\% |  |
| 13 Loss Ratio Advantage (LRA) |  | 6.1\% Model $R^{2}$ : |  | 34.0\% | 0.0\% Model $R^{2}$ : |  | 34.0\% | 6.4\% | Model $R^{2}$ : | 34.4\% |  |
| Section D: Statistical Significance Testing |  |  |  |  |  |  |  |  |  |  |  |
| $1 t$-statistic |  | 1.48 | 3.08 | 3.84 | 2.37 | (7.70) | (12.59) |  |  |  |  |
| $2 \boldsymbol{H}_{0}$ : Null Hypothesis |  | $\mu>=1$ | $\mu>=1$ | $\mu>=1$ | $\mu>=1$ | $\mu<=1$ | $\mu<=1$ |  |  |  |  |
| $3 \mathrm{H}_{1}$ : Alternate Hypothesis |  | $\mu<1$ | $\mu<1$ | $\mu<1$ | $\mu<1$ | $\mu>1$ | $\mu>1$ |  |  |  |  |
| $4 \mathrm{H}_{0}$ rejected (at $\alpha=5 \%$ ) | Yes* | No | Yes | Yes | Yes | Yes | Yes |  |  |  |  |

Category Description (e.g. (1) corresponds with Catg1 above)

1. Not Ascertained/Inapplicable
2. Excellent
3. Very Good
4. Good
5. Fair
6. Poor

### 2.8 Geography

Geography represents an important class of nontraditional variables. Since we know that claim costs including treatment patterns vary geographically, it is a given that this variable can explain cost
variation beyond risk adjustment. Geography is also an interesting variable as it is readily available and useful in terms of devising a selection strategy. The variable is typically available in enrollment data, and may be used in marketing efforts in order to attract a certain membership.

Throughout this report we have used MEPS data, but this database does not have a well-defined geography variable. The database includes four broad regions (Northeast, Midwest, South and West) with multiple states being grouped in each of the regions. The results of using this region-level variable are described in Section 2.3.6. We need more detail, perhaps county-level information in order to explore the full potential of geography as a nontraditional variable.

For purposes of this report we studied the geographic distribution of individuals that are sicker or healthier than their risk score would suggest. An issuer would be incented to target individuals that are healthier compared to their risk score, and so if there are any geographic patterns then they would be of great interest.

We used the Medicare $5 \%$ sample (year 2007-2008) and the CMS-HCC prospective risk adjustment model in order to test the theory that there are geographic patterns in risk-adjusted cost. The work we performed for this section is for illustrative purposes (using outdated data, so any conclusions may no longer apply). The changes to the approach that would make results more relevant include applying it to a commercial dataset and using the HHS ACA risk adjustment model.

Figure 2.8 .1 shows the distribution of counties that represent a randomly sampled $5 \%$ of the Medicare population. The counties are color coded according to the average cost of Medicare beneficiaries in those counties. The grey circles indicate a higher than average cost, whereas the blue, green, and red circles indicate an increasing, but lower than average cost.

There appear to be patterns by average cost, and certain low or high average cost counties are clustered together. The map boundaries reflect state and county borders.

Figure 2.8.1 - Average Normalized Cost of Medicare Beneficiaries by County, 2007


Any patterns we find in absolute costs here would be misleading because Medicare Advantage is a risk adjusted program. From the perspective of these issuers, it is more interesting to look at riskadjusted costs.

If risk-adjusted costs are higher than 1, this indicates that costs are higher relative to the risk measured by the HCC model, and conversely if risk-adjusted costs are lower than 1 this indicates that costs will be lower than that indicated by the risk score. A plan may have the incentive to increase enrollment in those counties where the risk-adjusted costs are lower than 1. Figure 2.8 .2 shows the distribution of risk adjusted costs.

Figure 2.8.2 - Average Normalized Risk Adjusted Cost of Medicare Beneficiaries by County, 2007


While it is tedious to observe directly from the maps above, several counties go from being low cost on a total paid basis to high cost on the basis of risk-adjusted paid dollars (e.g. Okanogan County, WA), and vice versa (e.g. Atlantic County, NJ). Many counties remain consistently low or high cost on either measure. We can see that even on a risk-adjusted basis patterns persist in the map. We can visually observe clusters of counties where the risk adjusted costs are low (blue dots) or high (grey dots). The differences are certainly driven by region-level differences in cost of treatment, and that is not at issue since the ACA risk adjustment program is a state-level program. However we can observe clusters of high and low average risk-adjusted cost counties within a state as well. The ACA program does allow for the development of rating areas (both as an allowable rating variable and as a variable in the risk adjustment methodology). In order to avoid selection issues, the rating areas would need to be carefully developed, not only from geographical and network perspectives, but also from the perspective of differences in risk-adjusted costs.

## 3. Methodology

This section presents details regarding the data that was used in this research. Almost the entire research was performed using publicly available sources of data, and interested practitioners are encouraged to explore and extend this work.

### 3.1 Analysis Design

The analytical design is explained in three sub-sections, (1) preparation of data for analysis including selection of data, (2) a high-level algorithm explaining how the data is manipulated to answer targeted questions, and (3) an explanation of the process developed for this research that generates the result tables.

An important component of the analysis is risk score based on traditional variables. We used a publicly available risk assessment model that was specifically designed for a commercial population. Details on the Wakely Risk Assessment (WRA) model are presented in Section 3.4. We used a pharmacyonly model that utilizes NDC codes and age/gender information to assess health risk.

### 3.2 Data Preparation

We used Medical Expenditure Panel Survey (MEPS) data for years 2000-2010 in this analysis. This data is publicly available for download through the MEPS website ${ }^{25}$. This is a unique database that includes healthcare cost and utilization information as well as a broad array of socioeconomic and other nontraditional clinical information (e.g. whether a physician advised changes in diet during a visit) on a nationally representative non-institutionalized civilian population. Data is collected through a telephonic survey as well as limited reviews of insurer, pharmacy and physician records. An individual or household is followed for up to two years. Information on about 30-40k individuals is recorded every year, and the observations are statistically weighted to represent the nationwide mix across the US. For further details on this database, please review the MEPS database documentation (AHRQ, 2012).

We utilized two types of available data files. These are:

1. Full-year consolidated data files: Person-level variables are consolidated into one file, and it contains demographic information as well as cost and utilization variables, including the nontraditional variables studied in this report.

[^16]2. Prescribed medicines files: this file contains fully specified National Drug Codes (NDCs), and is used for developing risk scores

The section below describes MEPS data in more detail.

### 3.2.1 Medical Expenditure Panel Survey

As described by $A H R Q^{26}$ : "The Household Component of the Medical Expenditure Panel Survey (MEPS-HC) is a nationally representative survey of the U.S. civilian non-institutionalized population. The sampling frame is drawn from respondents to the National Health Interview Survey, which is conducted by the National Center for Health Statistics.
"The MEPS-HC collects data from a nationally representative sample of households through an overlapping panel design. A new panel of sample households is selected each year, and data for each panel are collected for two calendar years. The two years of data for each panel are collected in five rounds of interviews that take place over a two and a half year period. This provides continuous and current estimates of health care expenditures at both the person and household level for two panels for each calendar year.
"The chart below illustrates the timing and relationship between panels, rounds, and calendar years. For example, looking at the data collection by panel, Panel 12 consists of five rounds of interviews; with Rounds 1-3 providing data for 2007 and Rounds 3-5 providing data for 2008. Looking at the data collection by year, data for the year 2008 consists of data collected from Rounds 3-5 of Panel 12 and Rounds 1-3 of Panel 13.

[^17]MEPS Panel Design: Data Reference Periods

"Each round of MEPS-HC interviews collects information pertaining to a specific time period called a reference period. Using Panel 12 again as an example, the reference period for the first interview of Panel 12 began on January 1, 2007, and ended on the date of each reporting unit's Round 1 interview, conducted from March through June 2007. The reference periods for Rounds 2, 3, and 4 varied from household to household and covered the time between interview dates of the previous round and the current round. The last reference period of Panel 12 (Round 5) ended on December 31, 2008. (December 31st of the second calendar year is always the end of the last reference period.)
"MEPS is a large-scale and comprehensive data collection effort that includes many types of survey questions, some of which only pertain to subsets of the diverse respondents participating in the survey. To accommodate the extensive array of questions covered, yet minimize the number of questions asked of each respondent, data are collected using an intricate system of skip patterns and
questionnaire modules grouped into sections. Computer-assisted personal interviewing (CAPI) using a laptop computer makes it possible to field such a complex data collection instrument.
"Since data are collected using CAPI, rather than a hard copy questionnaire, the data collection instrument actually consists of sections that are composed of a series of computer screens containing questions, interviewing instructions, and skip pattern directions, as well as computer programming notes embedded along with each data item. The MEPS data collection in a given round consists of different sections. Some sections are included in every round of data collection. Other sections are only included in one or two rounds-this type of section is also referred to as a supplement.
"Any single question must be considered within the context of the skip patterns incorporated into the questionnaire. Some questions appear in several CAPI screens because of the variety of skip patterns that lead to the question. The question is only asked when the skip pattern determines that it should be asked of that respondent. Items asking the same question of various respondents typically map back to a single variable in the database."

### 3.2.2 Data Sampling

We used data for eleven MEPS survey years (i.e. 2000-2010) in this project. The nature of this research required that many observations be available in order to discern the relationship between healthcare cost and the large number of independent predictor variables that were considered for testing. MEPS data does not have sufficient observations in any given year in order to satisfy the scale requirements of building complicated multivariate models.

In order to develop concurrent risk models we simply appended the years of data into a single file, while trending the cost variables at the rate recommended by curators of the MEPS data ${ }^{27}$. The guideline is to use the Personal Health Care Expenditure (PHCE) Price Index, developed by the Office of the Actuary of the Centers for Medicare and Medicaid Services (CMS).

Each respondent in MEPS is tracked for up to two years, therefore we have year 1 and year 2 information on that individual. We appended all of the year 1's and year 2's in separate files. In this

[^18]manner we created the base year (i.e. year 1 ) and the prediction year (i.e. year 2 ) for a large number of individuals.

For building concurrent risk models we used predictor variable information from year $N$ as independent variables, and healthcare expenditure information also from year $N$ as the dependent variable. We used both years (1 \& 2) in this analysis. For building prospective risk models we used predictor variable information from year $N$ in order to explain the variation in healthcare costs from year $N+1$. As indicated in Section 1, results from concurrent and prospective analyses are similar. Due to this reason and the fact that ACA risk adjustment in 2014 will be on a concurrent basis, we present only the concurrent version of results in this report.

Since MEPS represents a sampling of the US population, each individual in this data has an associated weight variable. The sum of the weight variable reflects the total US population, and therefore this variable may be used to develop nationally representative estimates from within MEPS data. Since we are appending years of data together, this variable may still be used to appropriately weight each observation. However in total, it will be about ten times the current US population (and reflect growth in the population over time).

For purposes of this research we did not want to include individuals eligible for Medicare, and therefore we limited the data sample to respondents that were less than sixty-five years old at the time of the survey. We included Commercial, and Uninsured segments in the data. An implicit focus of this research is on Commercial population, since that is the segment that will be most relevant for ACA risk adjustment programs. We thought carefully about including Medicaid data in this research since it is important to discern the relationship between income and healthcare cost. There is concern that Medicaid-focused health plans may be likely to face uncompensated adverse selection in 2014 and beyond (Dreyfus \& Davidson, 2012) if socio-economic variables are not considered in risk adjustment. However we concluded that including Medicaid data would lead to incorrect conclusions regarding several variables that are important to consider from the perspective of the ACA risk adjustment program. For example the income-related variable of poverty-level appears to be more than three times as influential if we include the Medicaid population. The ACA risk adjustment program is a focal point in this research, and since individuals enrolling in Medicaid will not be included in the ACA commercial risk adjustment pool we decided to exclude the Medicaid population from our analysis.

We included the uninsured segment since it will also play a key role as millions of uninsured individuals are expected to enroll in ACA commercial individual plans in 2014 and thus will become subject to risk adjustment. There are limitations with using healthcare utilization data on the uninsured, discussed in Section 2.3.8. About 10\% of individuals were covered under other state programs including Tricare and hospital/physician programs. These individuals were also excluded from the analysis.

An individual may switch coverage during the course of a year. We assigned an individual to a coverage type based on whether an individual was enrolled in that coverage for more than six months in that year. In this manner, individuals were assigned to Commercial/Private, Medicaid, Uninsured, and Medicaid/SCHIP and Other Public Hospital/Physician Coverage. The cohorts identified as having commercial/private coverage and the uninsured are used in this research. Note that these cohorts are likely to be closest to small group and individual plans in terms of member characteristics, and these plans will be subject to risk adjustment under ACA. MEPS data does not include employer size as a variable and therefore the commercial block includes both small and large groups. In this research we do not make a distinction between individual, small group, and large group commercial data. Rather we explore the impact of nontraditional variables as they relate to commercial insurance as a whole. In Section 4 we discuss this and other data limitations.

### 3.2.3 Expenditure Variables

The MEPS Household Component (HC) collects data on use and expenditures for office and facility-based care in each round, including prescribed medicines, vision aids, dental care, and home health services. The HC file includes utilization and expenditure variables for several categories of services.

In general there is one utilization variable, thirteen expenditure variables, and one charge variable for each category of healthcare service. The utilization variable is typically a count of the number of medical events reported for the category. The thirteen expenditure variables consist of an aggregate total payment variable, ten main component sources of payment category variables, and two additional sources of payment category variables.

The two types of MEPS expenditures are billed and paid amounts. There are issues with using either of these variables for analytical purposes. Billed amounts are not real in the sense that these are not the amounts that get paid and there may be a huge variation in billed amounts across providers.

This variation can cloud the analytics such that it becomes very difficult to isolate the impact of a variable. The same is true for paid amounts, which can vary significantly due to contracting differences. In this research we want to use a standard unit cost measure such that we can control for differences other than those in the variables that we wish to quantify. Towards this goal we developed a proxy expenditure variable, similar to one described by Tia Sawhney (Sawhney, 2012). The calculation of proxy expenditure followed the following construct:

$$
P_{y, i}=\sum_{l=1}^{6}\left(\left(\sum_{l, j} v_{i, y}\right) \times^{\sum_{m}\left(W_{m, i, y} \times C_{l, m, i, y}\right)} / \sum_{m}\left(W_{m, i, y} \times U_{l, m, i, y}\right)\right)
$$

where $P_{y, i}$ represents the proxy expenditure of person $i$ and for year $y$ in the data. The first summation on the left hand side of the equation is over six separate service categories, and these are (1) office-based visits, (2) hospital outpatient visits, (3) emergency visits, (4) inpatient hospital visits, (5) dental care visits, and (6) pharmacy utilization. The term $\sum_{l, j} v_{i, y}$ sums a person's total visits in a year for the corresponding service category. The second term is a weighted (by sample weights $W$ ) average unit cost (costs are indicated by $C$ and utilization by $U$ ) as calculated over just the commercially insured population (i.e. summation over $m$ ).

### 3.2.4 Variable Winnowing

MEPS databases contain about 1,500-2,000 variables (the exact number of variables differs depending upon year). The first task was to reduce the number of variables to a set that would be relevant to this research. Variables that did not sufficiently persist from year 2000 to 2010 were not considered. In determining whether a variable was of interest, we considered whether a variable could plausibly explain the variation in individual healthcare cost, and secondly whether it had any potential to be used by an issuer in order to select risks. There were many variables that were either intuitively not related to healthcare cost (e.g. whether an individual had difficulty getting along with their parents), or presented duplicative information (e.g. there are multiple flags for age at various points in a year), or are already reflected in traditional risk adjustment (e.g. whether an individual had been diagnosed with cancer). In this manner we further reduced the initial list of variables to about two hundred variables.

Two hundred variables are still too many to feasibly model and quantify their potential influence. Therefore, we developed a selection process based upon the differentials produced by these variables in relation to cost with and without adjustment.

Before developing and studying the LRA measure, we invested a significant amount of time developing a stepwise regression process to select top variables. This process selected the top variable (or variable split, see the section below) that maximized a certain statistical measure (e.g. $\mathrm{R}^{2}$ ) of the goodness of fit of the model. The process then selected a second variable given the first one that was already selected, and so on. As we studied the results more closely (mentioned in Section 1) we found that maximizing metric accuracy was too far removed from the bottom line business impact to warrant further study. Therefore we changed course and focused on the LRA measure, and the voluminous results of the stepwise regression process are not included together with this report.

### 3.2.5 Variable Transformation

Once the variables have been selected, they need to be transformed into appropriate inputs for the regression modeling process. For example MEPS contains many ordinal variables. These need to be transformed into binary variables that would represent independent regression variables. Other continuous variables (e.g. total income) need to be appropriately bucketed (according to frequency of observations and relationship to cost) and then converted into binary variables for modeling. As stated earlier, we limited each variable to five categories and an additional unknown category. (This included instances where a response was not ascertained, was inapplicable in cases where the question was only asked of individuals who had responded 'yes' to another related question, or the interviewee refused to respond.

### 3.3 Risk Scoring

All individuals in the sampled data were risk scored using the WRA model ${ }^{28}$. For concurrent risk assessment, we used fully specified national drug codes (NDCs) from pharmacy data on individuals for year N in order to 'predict' healthcare costs for the same year.

The report also uses the 2011 Centers of Medicare \& Medicaid Services Hierarchical Condition Category (CMS-HCC) model for Section 2.8 only. A different model was used to explore geography since

[^19]MEPS data does not include a county identifier. Medicare data was used to study risk adjusted costs by county, and therefore the Medicare risk assessment model was used for that purpose. The CMS-HCC model is based upon the Diagnostic Cost Groups (DCG) / HCC model. It is similar to the PIP-DCG that was developed with CMS funding by researchers at RTI International, Boston University, with clinical input from physicians at Harvard Medical School (Pope, 2004).

### 3.4 Statistical Metrics

This report presents a large number of results based on the underlying data. Data contains noise, however, and conclusions may be affected by that noise. As such, it is important to evaluate the accuracy and reliability of the estimates. In order to monitor reliability, the following statistical metrics were developed and presented together with the results for each nontraditional variable.

### 3.4.1 Statistical Significance

An important metric in this research is verifying whether the differences in mean risk-adjusted cost across nontraditional variable categorization are statistically significant. The importance lies in the fact that if these differences are not significant, then these may be an artifact of data sampling, and the calculated LRA measure may not be meaningful. The LRA measure is the key result for each nontraditional variable, and indicates how much an issuer might gain by selecting members based on that variable.

In order to test for statistical significance we specify the null $\left(\boldsymbol{H}_{\mathbf{0}}\right)$ and alternate hypothesis $\left(\boldsymbol{H}_{\mathbf{1}}\right)$ as follows:
$\boldsymbol{H}_{0}$ : The null hypothesis is that the average cost for a nontraditional variable category is in fact higher (or lower) than the average cost for the population (which is 1.0).
$\boldsymbol{H}_{\mathbf{1}}$ : The alternate hypothesis is that the average cost by a nontraditional variable category is in fact lower (or higher) than the average cost for the population.

The test statistic is calculated as follows:

$$
t=\frac{\bar{C}_{R A}^{1}-\bar{C}_{R A}^{2}}{\sqrt{s_{1}^{2} / N_{1}+s_{2}^{2} / N_{2}}}
$$

Where $\bar{C}_{R A}^{1}$ is the mean risk-adjusted cost of cohort $1 ; s_{1}^{2}$ is the sample variance of that cost, and $N_{1}$ is the number of observations in that sample. The risk adjusted cost and variance is weighted by the sampling weight in MEPS. For example, the sample variance is calculated using the following formula.

$$
s_{1}^{2}=\frac{\sum_{i=1}^{N_{1}} w_{i}\left(C_{R A, i}^{1}-\bar{C}_{R A}^{2}\right)^{2}}{\left(N_{1}-1\right) \sum_{i=1}^{N_{1}} w_{i} / N_{1}}
$$

Once the $t$-statistic is calculated we look up critical values from the $t$ distribution table in order to compare the probability for getting a value as extreme as the one observed. If the probability is less than $5 \%$ we conclude that the null hypothesis cannot be rejected at the $5 \%$ significance level.

### 3.4.2 Test of Coefficient Statistical Significance

The standard results template presented through Section 2 includes a metric: "Maximum $\{\operatorname{Pr}>$ $|t|\}^{\prime \prime}$. If the value of this metric is greater than 0.05 then at least one of the calculated coefficients for the splits of a nontraditional variable may not be credible. This test is similar to the t-test described in Section 3.5.1, and is carried out for the fitted coefficient for each nontraditional variable category.

We do not present individual coefficients and $t$-test statistics for variable splits, as these are less useful. Each nontraditional model is fit together with over eighty clinical and age/gender categories, and as such one would need to view all of the coefficients together - and that does not present a readable perspective. Also, reviewing each individual $t$-statistic is tedious when most of the variable category splits are statistically significant. Finally the categories displayed in the results are not identical to the categories used in regression. As explained earlier, the nontraditional variable splits were further aggregated for regression in order to yield significant coefficient estimates and preserve the principle of model parsimony.

### 3.4.3 Coefficient of Determination

$R$-squared or the coefficient of determination may be defined as the percentage of the variation in medical claim cost explained by a risk adjuster model (Winkelman \& Mehmud, 2007). The formula for $R^{2}$ is (where the summation is over the entire sample ${ }^{29}$ ):

$$
R^{2}=1-\frac{\sum(\text { Actual-Predicted })^{2}}{\sum(\text { Actual-Average of Actual })^{2}}
$$

[^20]
## 4. Limitations \& Recommendations

The research presented in this report required a lot of effort, time, and resources. The issue of nontraditional variables in risk adjustment is too broad, nuanced, and complex to be captured fully by arguably the first study of its kind. The findings of this report suggest that the influence of nontraditional variables in a risk-adjusted environment is important to study, monitor, and address as appropriate. Furthermore the issue is relevant and timely with respect to the implementation and policy goals of the ACA risk adjustment program. The author hopes that practitioners would carefully review the findings of this report and extend them. Following is a brief list of known limitations of the research methodology and data. Recommendations for further study naturally follow from the discussion regarding limitations of the current study and are also included in the list below.

1. MEPS data is not very large. Although the data design that appends ten years of overlapping information mitigates issues of credibility, they will still exist - especially in relation to some variables with missing information.
2. MEPS data is collected through a survey-based design, and has inherent differences and limitations relative to transactional claim data. For instance, the reported healthcare utilization may not be complete (Zuvekas \& Olin, 2009).
3. The nontraditional variables have varying proportions of cases where information is unavailable or respondent failed to respond. This issue of completeness will affect to an extent the conclusions drawn regarding these variables.
4. The study tests essentially a linear model for the nontraditional predictor variables. Non-linear modeling is considered beyond the scope of this proposal, although it may be a useful extension of the proposed research.
5. This research used a commercially available risk adjustment model. Ideally one would use the HHS ACA risk adjustment model. The details of this model were recently released as of the writing of this paper.
6. This research does not make a distinction between individual, small group, and large group commercial data. A useful extension may be to examine LRA effects in relation to group size.
7. The research treats group and individual commercial coverage essentially as a singular risk pool. Small group and individual insurance comprise two separate risk pools, within a state, for
purposes of ACA risk adjustment. A useful extension of this research will be to analyze the impact of nontraditional variables separately for small group and individual risk pools.
8. The data from MEPS may not be representative of the post-ACA commercial risk population. While we attempted to gather data from uninsured and commercially insured - only about thirty thousand individuals are surveyed each year, and the statistical extrapolation of this sample will reflect the post-ACA market with variable success. Also, it is not possible to distinguish between small or large group policies in the publicly available MEPS data, further limiting the extent to which this data may be representative.
9. ACA includes many reforms that potentially will impact cost and utilization of healthcare services. Conclusions drawn from a historic look (for example, through MEPS) may not translate well into the post-ACA market as utilization patterns and associated cost may materially be different.
10. This research includes several nontraditional variables, not all of whom may automatically be used towards any application. Readers should be aware that use of any such factor for underwriting or rating purposes may be prohibited by applicable regulations and other considerations. In this research we have not considered such limitations, and the legal environment must be taken into account with any application. Furthermore, there may be significant cultural sensitivities towards the use of nontraditional variables, and besides legal risk, reputation risk should be considered as well. Attitudes towards privacy are rapidly evolving and it would be prudent to pay close attention to them when developing or using nontraditional variables in any application including risk adjustment.

## Appendix: Literature Review

## The following reviews are a continuation of Section 1.4:

Hadley (1982 and 1988) presented a small area econometric analysis of mortality rates that examined the impact of medical expenditures on mortality outcomes. He noted that both income and education exert a negative and significant impact on mortality. He also found that areas with increased medical expenses have lower mortality rates: he estimated that a ten percent increase in expenditures "per capita" will reduce mortality between 1 and 2 percent (Hadley, 1982).

Adler and Newman (2002) stated in their study that socioeconomic status (SES) has three major determinants of health: health care, environmental exposure, and health behavior. In addition, chronic stress associated with lower SES may also increase morbidity and mortality. Reducing SES inequalities in health will require policy decisions addressing the mechanisms of socioeconomic status (income, education, and occupation) as well as the pathways by which these affect health. Socioeconomic status, whether assessed by education, income or occupation, is associated with a wide range of health problems, including low birth weight, heart disease, high blood pressure, arthritis, diabetes, and cancer. Lower SES is associated with higher mortality, and the greatest disparities occur in middle adulthood (ages 45-65) (Adler \& Newman, 2002).

McGinnis and Foege (1993) carried out an analysis of the actual causes of death in which they found out that the majority of the deaths in the US were caused by factors such as tobacco, diet and lack of activity, and toxic agents.

In one study (Ross \& Wu, 1995) education was found to be the most important and fundamental SES component as it determines future occupational opportunities and earning capacity. Education provides information and life skills that enable people to gain more ready access to information and resources to promote health (Ross \& Wu, 1995). Winkleby and colleagues examined the role of education, income, and occupation as risk factors for cardiovascular disease; and when these were taken in combination, only education was found to be a significant predictor (Winkleby, Jatulis, Frank, \& Fortmann, 1992).

When it comes to obtaining health care, increased income can give access to better facilities. "Independent of actual income levels, the distribution of income within countries and states has been linked to rates of mortality. At lower incomes, the relationship between income and health is stronger" (Backlund, Sorlie, \& Johnson, 1999). Occupational status is a more complex factor and its measurement varies depending on one's perspective about the significance of various aspects of an occupation. It has been observed that to be unemployed and the length of unemployment affect one's health. The threat of unemployment and job insecurity can affect health as well. Catalano and Serxner (1992) found increased rates of low birth weight in geographic locales exposed with high rates of unemployment. Moreover increased rates of blood pressure have been linked with unemployment threats. However, the increase tends to be temporary (Catalano \& Serxner, 1992).

Angell (1993) has observed that education, income and occupation are influential yet mysterious factors of health; they are not likely to have a direct effect rather they serve as substitutions for other determinants (Angell, 1993). There are three causal factors of SES which are associated with eighty percent of premature mortality. The major determinant is behavior and lifestyle, which accounts for about half of premature mortality, followed by environmental exposure which accounts for another 20 percent, and health care 16 percent (Lee \& Paxman, 1997).

Direct contact with the toxic agents in the environment, including phthalates, carbon dioxide, and industrial waste, also varies with socio-economic status (SES). Those scoring lower on the SES measures are more likely to live and work in worse physical environments. Low-SES persons also experience greater residential crowding and noise. Area density is less problematic for health as compared to living in a crowded home environment. Poor long term memory and reading difficulty have been linked to noise exposure among children and to hypertension among adults (Saegert \& Evans, 2003).

Berkman and Glass (2000) found out that SES-related health effects of social environments may be even more significant than those of physical environments. Lack of engagement and isolation and lack of engagement in social setups are strong predictors of health (Berkman \& Glass, 2000). People who are socially isolated are at greater risk in terms of mortality than those with better social connections. As far as sexually transmitted diseases are concerned, diffusion is quick in networks which are at elevated risk, thus placing lower-SES people at higher risk.

Furthermore, it has also been observed that the quality of health care varies by socioeconomic status. Among adults, forty percent of those who have not graduated from high school are uninsured, compared with only ten percent of college graduates; more than sixty percent of the uninsured are in low-income families (Monheit \& Vistnes, 2000). Hafner Eaton (1993) noted that about forty percent of those who lack insurance receive less remedial care than those who are insured (Hafner Eaton, 1993).

McGinnis and Foege (1993) noted that behavioral factors are related to about half of premature mortality, and almost all premature mortality was affected and influenced by socioeconomic status. The use of tobacco has proved to be the greatest behavioral risk for premature mortality (McGinnis \& Foege, 1993). Further, those with less education and less income are more likely to smoke (Pierce, Fiore, \& Novotny, 1989). Low socioeconomic status is similarly linked with more inactive lifestyle and lower consumption of fiber and fresh fruits and vegetables.
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[^0]:    ${ }^{1}$ Note that in this illustration, the risk score for the lower cost health plan is overstated while that for the high cost plan is understated. This draws from the fact that risk assessment models generally overstate risk for the lowest cost members and understate for the highest cost members ( (Winkelman \& Mehmud, A Comparative Analysis of Claims-Based Tools for Health Risk Assessment, 2007)) - however this may not always hold true in any given application.

[^1]:    ${ }^{2}$ An important tangent here is to consider the information that will become available with ICD-10 codes. ICD-10 codes, which are scheduled to go into effect later this year, contain much more granular information (e.g. fall down a flight of stairs). It may be important to consider revising risk assessment models given more granular information on medical conditions.

[^2]:    ${ }^{3}$ Additional details on MEPS are provided in Section 3, and on the income variable in Section 2.4.4
    ${ }^{4}$ For further information on this process please review Section 3.2.4, Variable Winnowing
    ${ }^{5}$ The reader will note that the categorization does not result in an even distribution (e.g. top two income categories represent most of the population). The reason is that we are excluding Medicaid populations from analysis as we are trying to focus on the commercial segment, and re-categorization of data is not possible with the data source that was used.

[^3]:    ${ }^{6}$ The proportions are derived from sample data, but are weighted such that they represent national estimates for the population comprising Commercial and the Uninsured
    ${ }^{7}$ A total healthcare cost variable was developed for this research keeping mind the limitations of MEPS data. Details on the development of this variable are presented in section 3.2.1.

[^4]:    ${ }^{8}$ Note that mitigating bias and improving accuracy are not the only considerations for including or excluding variables from a risk adjustment methodology. Legal and privacy considerations are also important. Certain variables (e.g. race) may be challenging to include in a model due to other considerations.

[^5]:    ${ }^{9}$ Typically, the null hypothesis would assume that effect is no different than the average (or 1.0). In the one-tailed test however, we are studying whether the mean is significantly greater than average or significantly less.

[^6]:    ${ }^{10}$ For specific applications (e.g. where a variable affects only a certain demographic and not the entire population, or where there are limitations in terms of the members an issuer can enroll, etc.), it may be necessary not to assume a uniform 50-50 split in development of the LRA. The method described in this paper is general, and may need to be adjusted to the application of interest in order to produce more relevant comparisons.

[^7]:    ${ }^{11}$ Web source (1.30.2013): http://cciio.cms.gov/resources/files/market-rules-nprm-technical-summary-11-202012.pdf.
    ${ }^{12}$ From Table 1.3.3, Section C, line 5. The value represents the average demographic score, using factors published by HHS, and weighted by the member months of the members selecting to enroll with Issuer A or B. ${ }^{13}$ From Table 1.3.3, Section C, line 4.

[^8]:    ${ }^{14}$ Specifically the Wakely Risk Assessment (WRA) Model (www.wramodel.com)
    ${ }^{15}$ The measure is calculated over proxy expenditures in this report, described in Section 3.2.1-and on real expenditure the performance may be lower, but in the opinion of the author not low enough to significantly alter the conclusions of this work.

[^9]:    ${ }^{16}$ Generally speaking, calibration is a process of adjusting the coefficients in a risk assessment model, where the parameters or independent variables are age/gender and clinical condition indicators. The process involves using a certain modeling technique (e.g. linear regression) in order to develop such coefficients. A calibration may be needed if the performance of the model is poor on a population that is not representative of the sample used to develop the model in the first place. Performance in this context primarily concerns accuracy and bias.

[^10]:    ${ }^{17}$ As available on the web on 3-4-2013: http://cciio.cms.gov/resources/files/market-rules-nprm-technical-summary-11-20-2012.pdf

[^11]:    ${ }^{18}$ Income level is not incorporated into the risk assessment model itself, similar to model 3 described above

[^12]:    ${ }^{19}$ Section 3 line 2 shows that the results of regression produce coefficients that are statistically significant

[^13]:    ${ }^{20}$ The word 'calibrated' here means that the risk adjustment model was re-fitted to the data using linear regression and includes the gender variable (which is being treated as a nontraditional variable in the current section)

[^14]:    ${ }^{21}$ Please see Section 3.5.3 for more detail
    © 2013 Society of Actuaries, All Rights Reserved

[^15]:    ${ }^{22}$ See section 3.5.3 for further detail
    ${ }^{23}$ Excluding for deceased persons
    ${ }^{24}$ For example, children were excluded from questions regarding time since last blood pressure check

[^16]:    ${ }^{25}$ http://meps.ahrq.gov/mepsweb/

[^17]:    ${ }^{26}$ Source: MEPS-HC Sample Design and Collection Process. Agency for Healthcare Research and Quality, Rockville, Md. http://www.meps.ahrq.gov/survey_comp/hc_data_collection.jsp

[^18]:    ${ }^{27}$ Source: http://meps.ahrq.gov/mepsweb/about_meps/Price_Index.shtml

[^19]:    ${ }^{28}$ Description and white paper available at wramodel.com

[^20]:    ${ }^{29}$ It may be useful to note that this formula is a derived from the basic $R^{2}$ formula, and that the derivation holds true if the prediction is based on the least-squares algorithm and developed after fitting to the data.

