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ABSTRACT. This note points out that the non-linear parameter 

estimation technique presented in the Part 5 Study Note is in 

fact the Gauss - Newton method for the non-llnear least-square 

problem. 

In a Society of Actuaries 1984 Study Note for Part 5, 

Richard L. London [3,6.3.4] presents an algorithm for the non- 

linear parameter estimates of A, B and c in Makeham's mortality 

formula 

~x = A + Bcx. 

However, this algorithm is simply a particular example of a 

well known method in optimization called the Gauss-Newton 

method. 

The Gauss-Newton method is used in solving the non-llnear 

least-square problem. The least-square problem concerns the 

unconstrained minimization of a function which is the sum of 

squares of non-llnear functions. That is 

(1) 

-i- 



minimize 
m 

32 f(x) = ½ ~ Ill(x) . 
i=l 

= (x I ..... Xn )T 

(The ½ is included in order to avoid a factor of 2 in the 

derivatives). 

The least-square problem is often used in non-linear 

parameter estimation. Each individual function f. (x) is 
I 

defined as Yi - ¢(~' ti) where ~(x, t) represents a de- 

sired model function with an independent variable t and 

= (x I )T ' s  parameters x , x 2 ... x n to be estimated. The Yi 

are data points which may be subject to experimental error. 

A classic method for solving the least-square problem 

is the Newton-Raphson method for finding a root of the gradient 

of f(x). Newton's method employs both the gradient ~(x) and 

k 
the Hessian G(x). Given an estimate x of the optimal so- 

lution, Newton's method obtains a new estimate, x k+l, by sol- 

ving the system of linear equations 

for d k and setting 

C(_x k) d_ k = - g ( x  k) 

k + l  x k d k"  

In the particular case where f(x) 

the gradient g(x) can be written as 

T 
g(~) = (J(x)) F(x) 

is given by (2), 

(2)  

(3) 

(4) 

(5) 
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where J(x) is the mxn Jacobian matrix and F(x) = (fl(x), 

_ )T 
f2(x) .... fm(X) . The Hessian G(x) can be written as 

m 

G(x_) - J(_x) T J(x_) + [ fi(x_) Gi(x_) 
i-I 

where Ci(~) is the Hessian of fi(~). 

The major disadvantage of Newton's method is the enor- 

mous amount of calculation required in the evaluation of all 

m 

the second derivatives in [ fi(x k) Gi(xk)._ 
i=l 

m 
second derivative t e r m  [ fi(x k)_ Gi(x k)_ is 

i=l 

However, if the 

dropped, the 

Newton direction can be approximated by the solution of the 

system of equations 

j( k)T j(x k) k . _j(xk)T F(x) 

k 
This solution p is called the Gauss-Newton direction. 

The new estimate of the optimal solution is obtained by setting 

k + l  k k 
_x - x + p . 

The algorithm is called the Gauss-Newton method and in the par- 

ticular example of parameter estimation in Makeham's mortality 

formula it reduces to the algorithm derived in [3] with 

- (A, B, c) T and fi(x) - V ~  wl½(y i - A - Bctl). 

Under certain conditions the Gauss-Newton method can 

achieve a quadratic rate of convergence despite the fact that 

( 6 )  

( 7 )  

(8) 
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no second derivative information is used. However, difficul- 

ties can arise if the Jaeobian (J(x_k)) is not of full column 

rank or if the dropped second derivative information 

m 
[ fi(x) Gi(x) is not negligible. 

i=l 

A complete discussion of the Gauss-Newton and other 

least-squared methods can be found in many hooks for example 

[I] and [2]. 
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