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ABSTRACT

It is assumed that the force of interest varies as an auto-regressive
process of order 2, AR(2). The moments of the accumulated value of 1 paid
at the beginning of cach period, for n periods, are developed using

moment generating functions.
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i, Let us assume that the force of interest over the time period
{t-1,%] is Gt, t =1,2,... . Like Westcott (1981) we model Gt as an
auto-regressive process of order 2 (AR(2)). For fixed and known constants

5

and § we have

0 1

(6(-6) = a(ct__l-s) - b(ct_z-s) + e £ 1,250 (1.1)

t'

where & is a constant about which the force of interest is expected to
fluctuate. The sequence (et} is a sequence of mutually independently and
identically distributed (i.i.d.) normal random variables with zero mean and
finite variance 02. This model of Gt ensures that the force of interest
generates stochastic interest rates. Finally we assume that a and b are
real-valued constants, and, unlike Westcott (1981), a and b satisfy

a2 > 4b.  This ensures that the roots of the characteristic equation of (1.1)
arve real. Panjer and Bellhouse (1980, Table 1) demonstrated that in most

situationus the roots of this characteristic equation are real.

Following YWoestcott (1981, Section 2), (1.1) can be written as -
u, = au .~ bu + e (1.2)

where u = & =~ 8. Let A and A be the real roots of the equation

l.¢,

_ di/az-éb

1"2 2

-32-



This leads to the following expression for up satisfying (1.2)

t g el i
u, = alxl +asn, ¢ .{ (b1x1+b212)et_j, t= 1,2,... (1.3)
j=0
where , for given initial conditions u0 and u_l,
& Ay b ~2
= . =
1 Al-kz 2 Al AZ
. - Aluo—bu_l . - bu_l-).zuo i
= —, g I S B
1 Al A2 2 Al A

Let us now introduce the random variable Bn(t) which is the accumulated
p SR h ;
value 0t 1 paid at the beginning of the tlc period and accumulated to the end
: th :
of the n period, * <n =1,2,3,... . Thus
n

n
B (t) = exp( 7 6.) = explins1-t)8 + | u. l}. (1.5)
j=t 3 fotg A

Similarly, the accumulated value of an annuity of 1 paid at the beginning of
. " th . .
cach period until the end of the n period is Sn where

n
s = § B (t). (1.6)
= n

In the scqguel we develop expressions for the moments of Bn(t) and Sn by
expbdoiting the fact that log[Bn(t)] is normally distributed {(in fact it is
a linear combination of e].ez,...,en), and Sn represents the sum of

¥og-normal random variables.
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2. Define An(t) as

n
A(t) = | u, (2.1)
n fuk J
and its mgf is Mn(t.e) for real @,
Mn(t,e) = E[exp(eAn(t))]. (2.2)

From (1.3), we sce that An(t) is a linear combination of n 1i.i.d. normal
random variables. So the existence of Mn(t,e) is assured for -= < § < =,

Anfi) can ke written as

n
AU = g(n,t) » ) v (ntle,, t=1,2,..0n (2.3)
k=1
whe vo
n-t.
v, (n,t) = § B, (2.4)
k =0 j+t-k
{b1A§ + bzxg ro=0,1,2,...
Br = (2.9)
V] otherwise
and
T .
£(n,t) = .{ (a;r7+a,25). (2.6)
j=t
Thus (2.3) immediately gives
§%° D 2
M (4,8) = oxpl{8E(n,t) + — ) (r (e (2.7)
k=1
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and hence from (1.5) and (2.7)

2 2 n
ko 2

5 I G n,t)%) (2.8)
r=1

E[(Bn(t))k] = exp{k(n+1-t)8 + kE{(n,t) +

for k= 0,1,2,... .
Let us now write the expressions for both yk(n,t) and E(n,t)

b A, and A_. Using (2.4) and (2.5)

in terms of the iknown' constants bl' PRI 2
we find
t 1 An-t+1\ 1 n-t+1
t-k | ~~"1 t-k | "2
blxl — | & bzxz — s K2 1;2ssmayt]
1 2
Yk(n,t) = " (2.9)
{1—x?-k‘l] 1_)‘rzm—kd
! bl —?— + b2 I-—X i k= tt+l.04,00
| 1 2
Similariy for L= 1,8,s.s0; we find
[ = 1 _exi )
. I_AT t+1 " l_xg t+1
4 1) = —_— _— " .
E(n,t) = ay = ik, = (2.10)

Vo are now in a position to develop an cxpression for the moments of an
annuity of 1 per period payable at the start of each period. Call this

annuity Sn, i.0.
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To find the kth moment of Sn, k = 0,1,2,... we proceed as follows:

s T e Ye (2 2.8 () ® (2.11)
n B r'n n " n :

where the summation is over the elements r of the set C(k) and

n
n
C(k) = {r = (rl.rz,...,r“) €eR: r, =0,1,2,...,k and 'Z r, = k), and
i=1
k k
€y =4 ) (2.12)
r Py Ty eee T

is the multinomial coefficient necessary in the expansion of (Sn)k. From
(1.5), (2.1) ard (2.3) we see that
n

n
(5 "™ s (:)cxp( ) ri((n4l-i)3 + &(n,i) + § vy.(n,ide.]} (2.13)
S i=1 j=1 J

A sligit rearrangement of (2.13) yields

n
» (i) oxp{JEJIPJ(n+1—j)3 + er(n,j) + o(n,j:r)oj]} (2.14)

whiere:

n
¢(n,j:r) = |

; rin(n,i). (2.15)

1

K is the sum of log-normal variates.

Thus (2.14) demonstrates that (Sn)
It alsce enables us to immediately write down an expression for E[(Sn)k],
k=0,1,2,¢00 as

n

- 1 2 . 2
elts ™ = § Crespt ] [r_(n41-j)6+rj£(n,j) v5 e ($(n,j:r)) 1.
. cli) 1Y g,

(2.16)



n

Els )*) = 1 Crexptrisre)’ « 3 ol(rr)(rr) Ty (2.17)

C(k)

where § = (n8,(n-1)%,...,28,3), 1xn vector

™
n

(£(n,1),£(n,2),...,E(n,n=-1),E(n,n)), 1lxn vector

and r

{Yij(n)) with Yij(n) = yj(n,i) for i,j = 1,2,...,n, nxn

RBote that for tixed n the vectors § and E, and the matrix T

2 1 ; ' e % . : n+k-1

are 'knewn'.  The number of elements pr in C(k) is ( i ) (sec for
example Feller 1968, Chapter 11.5). These vectors r  can casily be found
with the aid of a computer while the matrix and vector multiplications can
quickly be acconplished as well. Thus the moments of Sn can be found
exact v using cither equations (2.16) or (2.17) and a computer. It should

be pointed out that the summation over C(k) can be written in the form of

successive summations in series as IZZ... .
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