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Abstract  

Much of the push for ERM has come from regulators and rating agencies, but it is be-

ing applied in internal company decision-making as well. This paper reviews the progress 

made and the needs still outstanding in two key areas of application: optimal capital level 

for an insurer and risk-adjusted profitability of business units. The basic conclusion is that 

progress has been made in these areas, but more is needed. Building models is not empha-

sized—it will be assumed that a state-of-the art model is available. The emphasis is on us-

ing such models in decision-making. 
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“Ev'rythin's up to date in Kansas City. They've gone about as fur as they c'n go! 
Oscar Hammerstein II, 1943 
 

“You came a long way from St. Louis, but baby, you still got a long way to go.” 
Bob Russell, 1948 
 

“I'm from Missouri, you've got to show me.” 
      Willard Duncan Vandiver, 1899 

1. Introduction 

It would be naïve to suppose that ERM has gone about as far as it can go, but it indeed it 

has come a long way. Some skepticism about its conclusions is still prudent, however. In particu-

lar, at this point ERM is only partially able to characterize the capital need and profit adequacy 

of insurers. This paper reviews some of the concrete progress that ERM has made and where 

more is needed. Two key areas of application are reviewed: capital needs and risk-adjusted prof-

itability. A good deal of the history and development of quantitative risk models have been 

spurred by the regulatory environment, but the emphasis here is on use of the models for deci-

sion-making in insurance firms. Thus the shareholders’ perspective is used here, rather than the 

policyholders’. 

2. Capital Needs of an Insurer 

2.1 Historical Capital Requirements 

Historically the capital adequacy of an insurer was measured by its premium-to-surplus 

ratio. Three was thought to be a good number, but this gradually declined over time. As reserves 

began to grow, the reserve-to-surplus ratio was also reported, and eventually the liabilities-to-

surplus ratio was used, where liabilities included reserves and unearned premium. Surplus 

around one-fourth of liabilities might be considered sufficient, but more was better.  

One weakness with this is that different types of premiums and reserves impose different 

degrees of risk. Inadequate premiums and reserves of course pose more risk, but different lines 

of business, territories, etc., do as well. Risk-based capital (RBC) was a response. Under that 

scheme, various classes of assets and liabilities all get their own risk factors. Sometimes an ad-

justment for the postulated independence of different risks is also included. 
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While an improvement over the liabilities-to-surplus ratio, RBC does not directly meas-

ure risk either. Inadequate premiums and reserves can still generate lower capital charges than 

adequate levels of the same accounts, for instance. And there is still an unmeasured difference in 

the risk of different companies that write the same lines of business, due to differences in under-

standing of the business, different pricing and reserving practices, etc. 

2.2 Economic Capital 

RBC is then a natural setup for quantitative risk modeling. If you can build a model that 

quantifies the risk of loss to an insurance company from all sources, perhaps that model can be 

used to give a probabilistic answer to the question of how much capital an insurer needs to oper-

ate prudently. The first answer in that direction is economic capital. This is usually thought of as 

the amount of capital needed to get the one-year probability of ruin below some target threshold. 

Finally, here is a capital need that is quantified probabilistically. 

There are problems with economic capital, however, starting with what the target thresh-

old should be. Usually the goal is formulated as keeping the ruin probability below α, where 1/α 

is a large round number. For instance, retrospective studies have found that some highly rated 

corporate bonds have a default probability of 3/10,000, which suggests taking 1/α = 3333. Values 

between 2,000 and 3,333 are typical. In practice it is not considered prudent for economic capital 

to be more than actual capital, so α is chosen to be as large a round number as possible that will 

keep actual capital above economic capital.  

While sometimes criticized for being just a single quantile on the probability distribution, 

for regulatory purposes this can be thought of as an advantage of economic capital. There is of-

ten an assumption that regulatory information becomes public information, so a regulatory 

framework should provide useful information for judging risk, but not be too revealing to com-

petitors. While information paucity can be useful in a regulatory framework, it is less so for stra-

tegic management. Alternative ways of quantifying capital adequacy may thus be more valuable 

to company management. 

Another drawback of economic capital is that it is beyond the capacity of current ERM 

models to quantify. Just the catastrophe component of loss risk for exposed insurers is not well 

known at levels like 1 in 2,000. The different catastrophe models, all with strong science behind 
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them, diverge greatly even at lower probability levels. Loss reserve inadequacy, failure to under-

stand and control risk, fraud and other risk issues are prominent in the list of causes of insurance 

company failure, and these can be even more difficult to quantify. 

When companies publish loss levels at remote probabilities, they are usually modeling 

the standard deviation of results fairly carefully, then assuming a distributional form, like 

lognormal, to read off the probabilities. The distribution assumed can make a large difference in 

the projected loss levels, however. 

Due to the modeling difficulties at remote probabilities, more sophisticated companies 

are beginning to express capital as a multiple of lower loss levels. For instance, in a recent finan-

cial report, Swiss Re said that its capital was about 3.5 times its 1-in-100 probability point and 3 

times the 1-in-200 level. That means that if the 1-in-200 year were to occur, Swiss Re would lose 

one-third of its capital. Other companies have tried related measures. For instance, a Munich Re 

representative once stated that if it had two 1-in-100 years in a row, it would lose two-thirds of 

its capital. Such quantification is more realistic than the economic-capital approach, but it is 

more difficult to interpret. Companies can track such ratios over time and compare with state-

ments of other companies, so benchmarking is one possibility. Another use of these ratios could 

be to determine at what probability the company would have to stop writing new business, or to 

non-renew existing business. 

2.3 Capital Needed Practically 

Relating actual capital to several loss probability levels reflects another reality: the prob-

ability level does not determine the capital need, but is calculated as a check after the capital has 

been established. Determining the capital an insurer needs goes beyond selecting a probability 

level. In most general terms, the ideal capital can be related to the market value of the insurer. 

Maximizing the franchise value, i.e., market minus book, could be a good target.  

The capital level that would meet such criteria would not be a simple risk measurement, 

but would have to take into account numerous market responses. The frictional costs of holding 

capital, such as taxation of investment income, would limit the ideal capital from going too high, 

and other frictional costs, like the costs of raising new capital and financial distress costs (im-

posed when capital is perceived by regulators and rating agencies to be too low) push up the ide-
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al capital level. Also customer perception and risk attitudes become important here. Studies have 

found that customers tend to be more risk averse in their insurance purchases than market princi-

ples might suggest, probably because frictional costs tend to make them non-diversified in their 

insurance purchases. For an insurer, some way of gauging the insurance market reactions to vari-

ous capital levels, such as studying reasons that quotes get accepted and rejected, can help shed 

light on this impact.  

There is a fair amount of ongoing research on the optimum capital level of an insurer 

from the point of view of maximizing franchise value. Some of this is reviewed in Appendix A. 

The main conclusion is that progress is being made, but this is still an unsolved problem. 

The ideal capital level for an insurer is thus not a purely risk-based measurement that can 

be done with an ERM model. The models can help quantify the risk inherent in the business in 

comparison to the capital decisions that have been made, however. They can also permit what-if 

analysis along the lines of finding how the capital need might change if the same relationship of 

risk and capital is maintained, but other strategic changes are made, such as changing reinsurance 

purchased, writing different business, etc. 

In summary, being able to say that capital is 4 times the 1-in-100-year loss demonstrates 

a far greater understanding of the company’s risk than saying that capital is one-fourth of liabili-

ties. Thus in understanding capital and the risk to it, ERM has come a long way. Yet ERM as it 

exists today is not able to definitively answer the question of how much capital an insurer should 

hold. The optimal capital needed to maximize franchise value may be the way to answer that 

question. What ERM can do now is to provide various measures of the risks of the firm in com-

parison to the capital held, and test those risks against strategic alternatives. 

3. Risk and Profitability of Business Units 

3.1 Historical Risk Measures 

So-called silo risk measures were used historically for different lines and categories of 

exposure. These are risk measures that can be used for some risks, but not all, or that became 

standard in some lines. Premium volume is a crude risk measure in any line. Exposures in force 

are used when available, as are limits in force and number of policies. In property lines probable 
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maximal loss, or PML, is a widely used risk measure. That sounds perhaps probabilistic, but has 

always been hard to pin down to a clear probabilistic definition. Investment risk is quantified rel-

ative to the performance of similar market portfolios, as well as with the greeks, which are sensi-

tivity measures usually abbreviated by greek letters.  

3.2 ERM Risk Measures 

All the silo measures are still in use, but it is increasingly clear that they are hard to com-

pare across business units and risk categories. Statistical risk measures like standard deviation 

have been widely used in quantifying financial risk, but due to the skewness of losses, this can be 

a somewhat limiting measure for insurers. ERM has introduced measures like value at risk (VaR) 

and tail value at risk (TVaR), also called conditional tail expectation. These are defined relative 

to probability levels. At level α, VaR is just the αth quantile of the distribution of the account be-

ing quantified. Thus ERM has two new names for quantile: VaR and economic capital. TVaR is 

the conditional mean of values greater than the VaR point. 

VaR and TVaR have their critics. VaR is not subadditive. That is, the VaR at a fixed 

probability level for a number of risks combined can be greater than the sum of the VaRs of the 

individual risks. This can be a problem when trying to quantify the benefits of diversification. 

However for most ERM applications subadditivity is not necessary. Another problem with VaR 

is that it is just a single point on a distribution, so it does not give very much information. It is 

also difficult to allocate reasonably to business units, which is discussed in more detail later. 

TVaR is sometimes criticized for including losses excess of insolvency, which presuma-

bly do not affect shareholders. This is not really a problem, however, as these losses can hurt pol-

icyholders, whose attitudes affect growth and profits, and hence do affect shareholders. A more 

serious issue with TVaR is that it is linear for losses in the excess region. This is contrary to usu-

al risk attitudes, where a loss twice as big is regarded as more than twice as bad.  

Alternative risk measures can address that problem. For instance, weighted-TVaR, or 

WTVaR, uses an adjusted probability distribution to calculate the conditional expectation. The 

probabilities of larger losses are increased, which gives them more weight in the average. They 

are still less likely than smaller losses, but relatively more likely than with the actual probabili-

ties. A similar adjustment is risk-adjusted TVaR, or RTVaR. This is defined as the conditional 
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tail mean plus some fraction of the conditional tail standard deviation. It can be thought of as a 

pricing of the tail risk, using a standard deviation loading. It was introduced by Furman and 

Landsman [1], who call it the tail standard deviation premium.  

There is a wide variety of probabilistic risk measures. Some are discussed in Appendix B. 

The use of risk measures in evaluating the profitability of business units is addressed next. 

3.3 Allocation of Risk 

3.3.1 Basic Methods 

Units with higher risk should earn higher profits to justify taking that risk, but getting that 

general rule down to specifics can be difficult. A standard ERM approach is to allocate economic 

capital to business unit based on risk, and then divide the unit profit by the allocated capital to 

get a risk-adjusted return. The allocation might be done by the proportional method: VaR at a 

high level is computed for each unit, these are added up, and each unit’s share of the total is tak-

en to be its share of the economic capital. This is in part developed from the idea that firm capital 

is determined by a high VaR level, so that is the risk measure to use to allocate capital to each 

unit. 

A problem with this method is that it is not marginal, and so the risk-adjusted profit cal-

culation does not maintain the financial principle of comparing marginal profits with marginal 

costs. A marginal allocation would charge each unit with the additional capital it requires. Or 

allocation could be incremental marginal: each small bit of business of the unit would be charged 

with the additional capital needed to keep the overall company risk measure the same with or 

without it. 

Of course a problem with incremental marginal allocation is that it might not add up to 

the total risk. This has led to allocation in proportion to the marginal impacts, instead of using 

the marginal impacts themselves. Another problem is that it treats each increment as if it were 

the last one in. An alternative that addresses this is the Shapley method from game theory, in 

which each line is allowed to form hypothetical companies by forming coalitions with other 

lines. The allocation is then the average impact of the line in all such coalitions. This gets cum-

bersome, however, and still does not give the exact marginal impacts. Fortunately, there is an 

alternative that in some cases will result in incremental marginal impacts that add up to the entire 
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risk measure for the company, so no proportional allocation is needed. 

3.3.2 Incremental Marginal Decomposition 

This alternative is what Patrik et al. [2] call the Euler method, and Venter et al. [3] call 

marginal decomposition. It works only for risk measures that are homogeneous,2 i.e., risk 

measures ρ(Y) such that ρ(aY) = aρ(Y) for any constant a > 0. This holds for standard deviation 

but not for variance.3

r(Xk) = 

 It turns out that VaR and TVaR defined for probability level α are homo-

geneous, but they are not if they are defined excess of a fixed monetary amount. For a homoge-

neous risk measure ρ on a random variable Y that is the sum of component random variables 

X1,…, Xn, the marginal decomposition of ρ(Y) to the Xs is defined for Xk by: 

ε
ερρ

ε

)()(lim
0

kXYY −−
→

 

This looks at the reduction in the risk measure for Y from reducing Y by reducing Xk by 

a small proportion ε, say by using a small quota-share reinsurance treaty. This is the incremental 

impact on ρ(Y) from the last little bit of Xk. Dividing by ε scales up this incremental change to 

all of Xk. A theorem of Euler shows that these marginal impacts add up across the components to 

the whole risk measure ρ(Y). This is a marginal decomposition of the risk measure to its compo-

nent units. The risk measure is not allocated to units. Rather the impact of the business unit on 

the overall company risk measure is calculated for each unit. 

Marginal decomposition is closely linked to a more general method of allocation from 

game theory called the Aumann-Shapley method. This is used in cost accounting to allocate 

common costs, like those from a production line that is used in the manufacturing of several 

products. See Billera et al. [4] for further details. For homogeneous risk measures, the Aumann-

Shapley method reduces to marginal decomposition. For other measures it differs in ways that 

are probably not appropriate for insurance application, as it averages costs over zero to full pro-

duction, which is not usually the range of strategic choices for insurers. 

                                                 

2 Technically, positively homogeneous of degree 1. 

3 Which is homogeneous of degree 2. 
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3.33 Co-Measures 

Venter et al. [3] link marginal decomposition to the method of co-measures. If a risk 

measure can be defined in a specified way as a conditional expected value, it has a purely addi-

tive decomposition into co-measures defined from that expected value. In particular, when ρ(Y) 

is expressed as a conditional expected value: 

   ρ(Y) = E[Σihi(Y)Li(Y)|condition on Y],  

where the his are additive functions, i.e., h(V+W) = h(V)+h(W), and the Lis are any functions for 

which this conditional expected value exists, then the co-measure for component k is the same 

formula but with Y replaced by Xk in the argument of the h functions. That is, the co-measure r 

is defined by: 

   r(Xk) = E[Σihi(Xk)Li(Y)|condition on Y] 

By the additivity of the h’s this satisfies ρ(Y) = Σkr(Xk). As an example, excess tail value 

at risk (XTVaR) excess of level b can be defined as:  

   ρ(Y) = E[(Y – EY)|Y>b]  

Now h(X) is X – EX, L(Y) = 1, the condition is Y>b, so r(Xk) = E[(Xk – EXk)|Y>b]. This 

is an additive decomposition, but this ρ is not homogeneous, so this is not a marginal decomposi-

tion. However, for XTVaR defined excess of probability level α: 

   ρ(Y) = E[(Y – EY)|F(Y)>α]  

The co-measure r(Xk) = E[(Xk – EXk)|F(Y)>α] is marginal and ρ is homogeneous. The marginal 

co-measure for TVaR is r(Xk) = E[Xk|F(Y)>α]. The marginal co-measure for VaR is r(Xk) = 

E[Xk|F(Y)=α], but this can be difficult to estimate. WTVaR has the same marginal decomposi-

tion as TVaR, just using the adjusted probabilities in the expectations.  

Since it is homogeneous, standard deviation has a marginal co-measure. In Venter et al. 

[3], it is shown that this co-standard deviation is r(Xk) = Cov(Xk,Y)/Std(Y). This can also be 

used to decompose RTVaR. For instance, taking a loading of one-half of a standard deviation, 

ρ(Y) = E[Y|F(Y)>α] + ½Std(Y|F(Y)>α]. Then the co-measure is r(Xk) = co-TVaRα + 

½Cov(Xk,Y|F(Y)>α)/Std[Y|F(Y)>α]. 
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Another advantage of marginal decomposition is that it meets the requirement of Tasche 

[5] for suitable allocation. Tasche points out that if capital is allocated by a risk measure in order 

to calculate risk-adjusted return by line, you would like to be able to conclude that growing a line 

with a higher-than-average return will increase the return for the whole company. Venter et al. 

[3] show that marginal decomposition meets this requirement. This is only guaranteed to hold for 

proportional growth, like taking a higher percentage of business already written, but it usually 

also holds for adding business units similar to those already held. 

3.3.4 Risk and Profit 

Probably the most reasonable risk measures discussed above for use in calculating risk-

adjusted profitability are WTVaR and RTVaR. They avoid the problems with TVaR being linear 

and VaR being just a single point. Another advantage is that they conceivably relate to the value 

of risk transfer. Under marginal decomposition, the risk attributed to a business unit is the in-

crease in firm risk due to that business unit. But if profit is to be compared to the risk measure to 

determine if it is high enough to meet the risk taken, the measure should in some way reflect the 

value of the risk.  

RTVaR is based on a simple historical risk-pricing mechanism, the standard deviation 

loading. While not really meeting modern financial standards as a risk-pricing methodology, 

standard deviation loading is used by insurers and reinsurers as a convenient benchmark. It is 

somewhat weak in the insurance setting as it is a purely quadratic measure, so does not capture 

the heavy tail of most insurance business. This is sometimes compensated for in practice by lay-

ering the business and using higher percentages of the standard deviation for extreme tail covers, 

perhaps 50 percent instead of 30 percent. WTVaR, as discussed further in Appendix B, can cap-

ture higher-order effects, but it is harder to calculate, and it is not clear how to apply it consist-

ently in a multi-line company. Further experimentation with WTVaR in practical settings could 

help clarify these issues. 

A related issue is what probability level to use. When capital is thought of as there to 

support the extreme loss scenarios, allocation is often done on the same basis. But we have seen 

that capital does not come from risk measures, and it can be related to any risk measure, not just 

extreme tail measures. For instance, in the worst year in seven a company might not want to lose 

more than 5 percent of capital. Then capital is 20 times the 1-in-7 loss. A company can lose val-
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ue when losses occur that are well below the extreme thresholds, and the risk of such losses is 

charged for. It appears, in fact, that failure to meet plan is punished in the stock market, some-

times far more than the financial shortfall. Thus a reasonable probability level might be the prob-

ability of not meeting plan, and the shortfall from plan could be the random variable measured. 

This is a much lower probability level than those often used. 

Under TVaR such a low probability level can tend to attribute too little risk to the ex-

treme loss scenarios. This is part of the problem of the linearity of TVaR. RTVaR and WTVaR 

should be more appropriate at the low probability thresholds. 

3.4 Problems with and Alternatives to Allocation 

Capital allocation is in a sense artificial, in that capital allocated is not actually assigned 

to the business units. The units can have losses higher than their allocation and use more capital 

than they have been allocated. Allocation also is somewhat arbitrary, as it involves a selection of 

risk measure and other parameters, such as probability level. Also the idea that each unit will 

have the same target return on allocated capital is suspect, since this implies that the allocation 

has really captured the value of risk. Really this is making capital allocation into a risk-pricing 

methodology. To evaluate this, an excursion into pricing theory is required. 

A popular alternative to capital allocation is what Mango [6] calls capital consumption. 

This follows the basic setup of Merton and Perold [7], who suggest a value-added approach to 

measuring risk-adjusted profitability. Instead of allocating capital and computing a risk-adjusted 

return, they advocate calculating the cost to the firm of bearing the risk of each business unit, and 

then subtracting this from unit profits to get the value added. The cost of bearing the risk of a 

unit is the value of the unit’s right to access the capital of the firm. The unit can use any or all of 

the capital, depending on how big its losses are. The right to access capital is thus a contingent 

claim, and so options-pricing methodology can be applied. 

In Merton and Perold’s examples, typical options-pricing formulas are used. But the in-

surance risk case is more complicated. There is no fixed date when capital will be attached: 

whenever the unit runs out of the premiums it charged, and the investment income they generat-

ed, it can start using the firm’s capital. Then it does not stop until all its losses are paid, whenever 

that is. The loss distributions are usually heavy tailed as well. Contingent-claims pricing theory 
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says that the price for the option should be the mean of a martingale transform of the loss pro-

cess. Møller [8] discusses martingale transforms for the compound Poisson process, and some of 

this is reviewed in Appendix B.  

Another way to view this option is that the firm implicitly provides each business unit  

each year with stop-loss reinsurance with a retention at break-even. Then the cost of carrying the 

unit is the value of this stop loss. Reinsurance pricing methodology can then be used to get a 

handle on the value of that cover. This would usually be less than an open-market quote for such 

a cover, as the market price could have substantial provisions for asymmetric information and 

behavior disincentives that an internal cover would not need.  

One issue with the value-added framework is what measure of profit to use. Year-to-year 

fluctuations can distort the measure, so some expected value would be more appropriate. Actual-

ly the profit the firm gets is in the form of a contingent claim: the firm gets all the profit if it is 

positive and none otherwise. Thus the profit measure from which the capital cost should be sub-

tracted is an options price itself. But the combination of the option of the firm and the option of 

the unit comes down to the firm paying all the losses and getting all the profit. The net position is 

thus not a contingent claim. Thus the value of the unit comes down to regular risk-capital asset 

pricing, not options pricing.  

Capital consumption avoids the problems of artificial and arbitrary allocation but it can-

not dodge the issue of value of risk transfer. A martingale transform methodology might still ap-

ply, and there may be useful information in separating out the values of the firm and unit options, 

but the covariance with the market, frictional costs of capital and other typical risk-pricing issues 

cannot be avoided by using the capital consumption methodology. 

4. Conclusions 

ERM is able to quantify the risk of an insurance business through multiple risk measures 

(Appendix B) and compare these with capital. It is not yet able to say what the target capital lev-

el should be, but the work on optimal capital in Appendix A is promising. Measuring risk-

adjusted profit is really risk pricing, and so the pricing approaches discussed in Appendix C pro-

vide the long-term direction for this. Risk measures that are pricing related, like RTVaR and 

WTVaR, are most likely to approximate true risk pricing. The capital consumption framework 
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avoids some of the artificiality of capital allocation in this regard. 
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Appendix A: Optimal Capital 

Since De Finetti [9], optimal capital for an insurer has been phrased as finding the capital 

strategy that over time would maximize the expected present value of cash flows to shareholders. 

Although they can take various forms, it is customary in this literature to refer to these cash 

flows as “dividends.” The expected present value is viewed as the value of the firm, which is 

thus the statistic to be optimized. Optimizing value in this context is part of the subject of sto-

chastic control, which seeks to find strategies to optimize some function of an ongoing process 

through manipulation of available controls. The early papers on optimal capital used dividend 

strategy as the control parameter, so would seek a strategy that would optimize the expected pre-

sent value of the dividends. Paying too much too soon would likely lead to slow growth or even 

insolvency, but delaying payment would reduce the present value. A recent paper in this tradition 

is Gerber and Shiu [10], who solve this problem for a compound Poisson process with severity a 

mixture of exponential distributions.  

Another potential control variable for an insurer is reinsurance ceded. Several authors 

have extended the stochastic control problem for firm value to include both dividend policy and 

reinsurance. Initially this just looked at ceding proportional reinsurance when capital levels were 

low enough, e.g., as in Bather [11]. Ceding proportional reinsurance is like writing less business, 

so this provides a form of a premium-writing control variable. Otherwise this literature takes 

premiums as a given. Later papers, like Asmussen et al. [12] consider using excess-of-loss rein-

surance, which in effect changes the severity distribution. The pricing rule for the excess-of-loss 

cover becomes one of the conditions of the optimization, and solving under more realistic pricing 

rules is one possible direction of this literature.  

This actuarial approach takes the capitalization of the firm as a starting point, and usually 

finds that the firm should let profits build up until an ideal level of capital is reached, then divi-

dend out any excess capital. It is closely related to earlier actuarial exercises in minimizing ruin 

probability, since too high a probability of early ruin reduces the expected present value of the 

dividend stream. However this literature does not consider the possibility that the firm can raise 

additional capital if its capital level gets too low. 

De Finetti was writing in the late 1950s. The financial literature of that time was domi-

nated by the ideas of Modigliani and Miller, who assumed that firms can raise new capital with-
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out imposing costs on existing shareholders. One of their conclusions was that risk management, 

such as reinsurance, and capital structure are irrelevant to firm value. So while actuaries were 

essentially assuming that the cost of refinancing was infinite, financial economists were assum-

ing it was zero. The truth, of course, is somewhere in between.  

Froot et al. [13] developed the concept of costly external finance, and found that risk 

management and capital policy then can indeed make a difference. Peura [14] brings the idea of 

external finance at a finite cost into the actuarial approach. Froot [15] looks at capital issues spe-

cific to insurance companies, particularly the fact that policyholders tend to be non-diversified in 

their insurance purchases and hence tend to be more risk averse towards insurance company fail-

ure than capital-market theory might suggest. This increases the capital need and the value of 

risk management for insurance companies. Kahneman and Tversky [16] give some support to 

this idea through studies of decision-making under uncertainty.  

Major [17] explores ways to bring these ideas into the stochastic-control actuarial frame-

work. Unfortunately, there is only a fairly sparse literature on policyholder risk aversion, so it is 

not clear how best to represent it. Major does this by assuming that if capital drops below a target 

level, the profit rate reduces substantially. Also, while the general concept of costly external fi-

nance is well-supported, the specifics of the actual costs and how they relate to current capital 

levels are still under development. Myers and Majluf [18] provide a potentially useful framework 

for modeling the cost to existing shareholders of new capital infusions. This may help quantify 

the costs of external finance. 

The recent optimal capital papers use an approach to optimization known as Bellman’s 

method. Further advances using it may be possible, particularly in the mix of forms of reinsur-

ance, the pricing rule for reinsurance, how to represent policyholder risk aversion, and how to 

formulate the costs of external finance, especially in relationship to capital impairment. However 

it may be easier to incorporate other complex modeling of insurer finances, such as variable 

growth of premiums by time and line, cyclical profitability, complex reinsurance deals, etc., if 

the optimization framework is abandoned in favor of measuring relative changes to the franchise 

value from different strategies. 

Modeling franchise value is a promising tool in insurer capital management. Many ad-

vances have been made, but a comprehensive model of the value of capital is yet to come. 
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Appendix B: Risk Measures 

B.1 Background 

Using risk measures can provide a consistent way of comparing the various types of risk 

a company may have, but different measures have different implications for comparative risk. 

B.1.1 Which Risk Measure? 

A recent focus has been risk measures for tail losses. In part, this arises because capital is 

needed to cover extreme events or combinations of events. However tail risk is not the only fi-

nancially relevant risk: a company’s capital can be considered insufficient if it is too low to take 

advantage of profitable business opportunities.  

For a company whose capital is sufficient, there is a chance it could become insufficient. 

Any risks that contribute to this are of concern. Essentially, a risk for which a price is charged is 

relevant. For investments, this includes any risk for which a return greater than risk-free is need-

ed. These issues suggest that tail-risk measures at high probabilities miss some risk that is im-

portant for management purposes. 

B.2 Classification of Risk Measures 

Broadly speaking, risk measures can be classified as moment-based, tail-based, or trans-

formed distribution measures. These categories, however, can overlap. 

B.2.1 Moment-Based Measures 

Using moments to measure risk is common. Standard deviation quantifies distance from 

the mean, but does not distinguish favorable from unfavorable deviations. Skewness shows 

whether favorable or unfavorable deviations are more likely, and which are likely to be larger. 

The semi-standard deviation uses unfavorable deviations only, so has some of the advantages of 

both standard deviation and skewness. 

Moment-based measures have the advantage that they incorporate the whole distribution 

of results, or at least adverse results. Negative and fractional moments are possible. Generalized 

moments are expected values of any function of the variable, like E[YecY/EY]. This uses the 

whole distribution, but emphasizes the tail, which can give a useful perspective. 
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B.2.2 Tail-Based Measures 

A number of popular risk measures look only at the tail of the distribution. These include: 

• Probability of default 
• Value at risk (VaR) 
• Tail value at risk (TVaR or CTE = conditional tail expectation) 
• Excess tail value at risk (XTVaR = TVaR – EX) 
• Risk-adjusted tail value at risk (RTVaR) 
• Expected policyholder deficit (EPD) 

 

EPD at probability level α is (1–α)[TVaRα – VaRα]. The idea is that if capital is carried 

at VaR, then TVaR – VaR is the average uncovered loss in default. Multiplying by the probabil-

ity of default makes it an expected loss. However α does not have to be the probability of default 

to make this work. EPD can be calculated at any probability level. However EPD at the probabil-

ity of default is significant to policyholders. Empirical work suggests that premium discounts of 

up to 20 times this expected deficit are needed to induce purchase of the insurance, absent an ef-

fective default fund. Thus insurers are motivated to keep EPD low. 

The distinction between moment and tail measures is not always a bright line. In a sense, 

semi-standard deviation could be considered a tail-based measure, because it uses only results 

worse than the mean. If p is the probability that results are better than the mean, then TVaR at p 

is the average of results worse than the mean, so is closely related to semi-standard deviation. 

Often high probabilities are selected for tail measures, but this is not necessarily appropriate. 

TVaR at the probability of a financial loss is a risk measure that makes sense as the average of 

the losses when there is a loss. 

B.2.3 Transformed Distribution Measures 

Transformed distribution measures change the probabilities, giving more weight to ad-

verse results, then take the mean or use some other risk measure with the transformed probabili-

ties. They use the entire distribution of loss events, but put more weight in tails by increasing the 

probabilities of large losses. Some well known transforms are the Esscher transform, the Wang 

transform and the proportional hazards (PH) transform.  

There are two general classes of probability transforms: transforms of the probabilities of 

financial results, and transforms of the probabilities of the underlying events that lead to the re-
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sults. The two classes turn out to have different properties. 

B.2.3.1 Transforming Probabilities of Financial Results 

One type of risk measure based on transforming result probabilities is spectral measures. 

These are of the form ( )( )[ ]YFYEY ηρ ⋅=)(  for some nonnegative scalar function η. TVaR is 

actually a spectral measure. It is defined by TVaRq = E[Y|F(Y)>q] = ∫ y > F-1(q ) yf(y)/(1 – q) dy, so 

η is given by: 
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results in a measure ρ = [(1-q)/(r-q)]TVaRq – [(1-r)/(r-q)]TVaRr. This might be referred to as the 

risk of a “managed layer.”  This measure is not coherent because it ignores the risk in the upper r 

tail, and therefore fails subadditivity. It can be viewed as a blurred VaR at (q+r)/2, as it ap-

proaches that VaR as q→r. Usually allocation of VaR in practice allocates the mean in a sym-

metric interval around VaR, so it is actually an allocation of this measure. 

Another spectral measure is given by:  
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This is a blurred VaR using a normal distribution spread. It, like VaR, is not coherent, 

failing subadditivity. In the limit, as σ → 0, the η function becomes a Dirac delta-function at p=q 

and the risk measure ρ becomes the VaR. 

Closely related to spectral measures are distortion risk measures. These start with a non-

decreasing distortion function g to and from the unit interval with g(0) = 0 and g(1) = 1. Such a 

function is a cdf on the unit interval. Usually g(p) ≥ p makes sense in applications, although it is 

not a formal requirement. If S(x) = 1 – F(x) is the survival function, then the distortion measure 
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using g is defined as ρ(X) = ∫ 0
∞
g[S(x)]dx.  

As an example consider g(p) = p⅞. In general g(p) = pa, 0 < a < 1, is the proportional haz-

ards, or PH, transform, so called because it changes log S(x) by a factor. Any distribution func-

tion on the unit interval can be used for g, for instance the generalized beta. Only some parame-

ters give g(p) ≥ p, however. 

To understand distortion measures, first note that g[S(x)] is itself a survival function, so 

denote it as g[S(x)] = S*(x) = 1 – F*(x). Then recall that the full integral of the survival function 

is the mean. This is usually proved by looking at the limited expected value at y which is ∫ 

0
y
xf(x)dx + yS(y). Using integration by parts, this is xF(x)|0

y
 – ∫ 0

y
F(x)dx + yS(y), which simpli-

fies to yF(y) – ∫ 0
y
[1 – S(x)]dx + yS(y) which in fact is just ∫ 0

y
S(x)dx. 

Thus ρ(X) is the expected value of X using the distorted distribution F*. That can be ex-

pressed as ρ(X) = E*(X) = ∫ 0
∞
xf*(x)dx. Here f*(x) = – ∂g[S(x)]/∂x = g’[S(x)]f(x). This shows 

that ρ(X) is a spectral measure, with η(p) = g’(1–p). 

The point of having g(p) ≥ p is to get ρ(X) = ∫ 0
∞
g[S(x)]dx ≥ ∫ 0

∞
S(x)dx = E(X), so if ρ is 

used to price the risk, the risk load would never be negative.  

Another well-known distortion measure is the Wang transform with parameters a, b :  

g(p) = 1 – Ta[Φ –1(1–p) – b] 

Here Ta is the t-distribution function with a degrees of freedom, a not necessarily an inte-

ger, and Φ is the standard normal distribution. In empirical tests Wang found that b around 0.45 

and a around 5.5 closely matched market pricing for corporate bonds and cat bonds.  

Under the idea that risk worth pricing is risk worth measuring, the pricing principles are 

promising risk measures. They use the entire distribution of results even though they put more 

emphasis on tail risk. Transforming the probabilities of end results is a direct way to do this, but 

it has one disadvantage—it is not arbitrage-free. 

B.2.3.2 Transforming Probabilities of Underlying Events 

Transformed probabilities are often thought to produce arbitrage-free pricing, but this is 
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only so for transforms of the probabilities of underlying events, not for transforms of the proba-

bilities of results of deals. In the insurance case the underlying events are ground-up claim counts 

and costs. There is an additional technical requirement on these transforms: the zero-probability 

events have to be the same pre- and post-transform. 

For a compound Poisson process, the required transformed frequency and severity proba-

bilities can be calculated in a coordinated fashion. With Poisson frequency λ and density g(y) for 

the loss size variable Y, this method uses a function φ(y), with the only restriction that φ(y) > – 1 

for all positive losses y. The transformed frequency parameter is then λ* = λ[1+Eφ(Y)] and the 

severity density gets transformed to g*(y) = g(y)[1+φ(y)]/[1+Eφ(Y)]. 

This theory works in a single-period framework and also generalizes to continuous pro-

cesses. The transformed process is required to be a martingale, which means it has no expected 

growth. This can be accomplished by making the transformed mean equal to the mean plus profit 

loading from the original process.  

Two interesting choices for the φ(y) function come from the minimum martingale trans-

form and the minimum entropy martingale transform of the theory of pricing in incomplete mar-

kets. In a complete market there is often a perfect hedging strategy available that is associated 

with a single specific martingale transform. In an incomplete market where this is not possible, it 

might be desirable to find the hedging strategy that will minimize the variance of the payoff risk. 

The martingale that produces this strategy is the minimum martingale transform. Thus it is min-

imal in the sense of quadratic risk. 

The relative entropy between two measures P and Q is EP[dQ/dP log(dQ/dP)]. This is a 

distance of a sort, as it is zero if P=Q and is otherwise positive. However it is not symmetric in P 

and Q. Minimizing the relative entropy is popular and is related to optimizing a fit given the in-

formation available, according to principles of information theory. In the insurance pricing case, 

P is the real-world measure and a martingale Q is sought that will minimize the relative entro-

py—of course under the constraint that the transformed mean loss is the loaded expected loss in 

the premium. Q is then the martingale closest to P in the sense of relative entropy. 
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The φ(y) functions that give the minimum martingale measure (MMM) and minimum en-

tropy measure (MEM) for the surplus process (loaded premium less compound Poisson claims) 

are known. For the MMM the transforms is expressed with a positive constant s < 1: 

φΜ(y) =  (sy/EY)/(1– s)  

1+EφΜ(Y) = 1/(1– s) 

λΜ = λ/[1– s] 

gM(y) = g(y)[1– s + sy/EY] 

 

The severity probability can be seen to increase for losses above the mean and decrease 

for losses below the mean. 

For MEM, the frequency mean and severity probabilities are also multiplied by factors: 

 φΕ(y) = ey/c – 1, so 

1+EφΕ(Y) = EeY/c 

λE = λEeY/c  

gE(y) = g(y)ey/c/EeY/c.  

It follows that λEEEY = λE[YeY/c], so the risk loading factor is 1+θ = E[YeY/c]/EY. This can 

be used to define c if θ is known. For the MMM, 

 

 

The MEM can be shown to be an Esscher transform for the compound Poisson. An 

Esscher transform in general is defined implicitly by E*[Z] = E[ZeZ/c]/EeZ/c. It is clear that the 

MEM severity transform is an Esscher transform of severity. There is a general theorem that the 

MEM transform is always an Esscher transform. 

The combined frequency-severity transforms can be more complex to apply than the ag-

gregate transforms, since this has to be done before calculating the aggregate distribution. Like 
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the transforms of aggregate results, they use the whole distribution of risk, but put more empha-

sis on the tail. 

B.3 Which Risk Measures to Use? 

Some moment measures, like semi-standard deviation, capture features of the risk that are 

financially important. Tail measures have become popular because of their direct connection to 

solvency needs. However they ignore some portion of risk that must be of some concern to com-

panies because they are not willing to take it for free. RTVaR and WTVaR at low probability 

levels get around much of this problem. Transformed probability measures use the entire distri-

bution but emphasize the tail, which seems appropriate. They are also linked to pricing of risk, 

which is a good idea if profit is going to be judged in comparison to the risk measure. 

Appendix C: Risk Pricing Issues 

An academic point of view might be that target profitability is mainly about getting the 

risk pricing right. But insurance risks tend to be diverse, and rating plans do not capture all the 

diversity. Risk selection then becomes an important skill, and prices are modified based on sub-

jective assessments of risk characteristics. Thus evaluating the profitability of a book of insur-

ance business involves comparing the profit to the aggregated risk profile. This exercise can be 

thought of as a retrospective pricing and risk evaluation of the entire book of business. Risk pric-

ing concepts become relevant at this level. Risk-adjusted profitability can be looked at as risk 

pricing of the book of business. Typically this will involve more detailed work than capital allo-

cation via allocation of a risk measure. 

Risk pricing is often viewed as having two chief components: return for taking on risk; 

and compensation for the frictional costs of holding capital. These are addressed separately. 

C.1 Return for Risk Taking 

The financial literature has two primary pricing paradigms: the capital asset pricing mod-

el, CAPM, and no-arbitrage pricing. No-arbitrage pricing is often used for contingent claims (op-

tions) since in complete markets unique prices can be derived. However in incomplete markets 

like insurance this is not the case. No-arbitrage pricing can determine relationships among prices 

for various instruments in incomplete markets, but in itself cannot even provide a finite range for 
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the profit provisions. 

CAPM gives prices that provide for adequate returns on risk for diversified investors. Op-

tions pricing in complete markets is able to ignore the diversification because unique prices are 

determined based only on individual risk characteristics. This does not hold in incomplete mar-

kets, so it is not clear that contingent claims in such markets can be priced without reference to 

the market portfolio. 

The main tool for no-arbitrage pricing even in incomplete markets is to price as the mean 

of a transformed probability distribution. Venter [19] shows that CAPM can often be viewed as a 

transformed mean. The idea is to transform the probability distribution f(y) of the risk Y to g(y), 

which can be facilitated through an auxiliary function h(y) so g(y) = f(y)h(y). This implies that 

Eh(Y) = 1. To get to CAPM this way, take h(y) = 1 + b(E[M|y] – EM), where M is the market 

portfolio and b is any constant small enough that h is not negative. It is easy to see that Eh(Y) = 

1. The transformed mean is E[Yh(Y)] = EY + b{E[YE(M|Y)] – [EM][EY]} = EY + b{E[YM] – 

[EM][EY]} = EY + bCov[Y,M]. This is equivalent to the CAPM pricing formula as long as the b 

needed for CAPM is small enough so that h > 0. 

The usual formulation of CAPM is in terms of returns: ERY = RF + γCov[RY, RM], where 

RF is the risk-free rate. In a single-period framework, RY = Y1/Y0 – 1 and similarly for M. This 

gives EY1 = (1+RF)Y0 + (γ/M0)Cov(Y1, M1). If Y is assets, its expected growth is the risk-free 

rate plus the covariance loading. Since b = γ/M0, b is probably small, so h > 0. 

CAPM dates from the 1960s and is based on a normal distribution of returns. By 1973 

Rubenstein [20] had shown that for non-normal returns, maximizing investor utility requires 

loading for higher co-moments as well. These are defined similarly to other co-measures. The nth 

co-moment sn(Y, M) = E{[Y – EY][M – EM]n – 1}. Note that this is not commutative, that is it is 

not necessarily the same as sn(M, Y) for n ≠ 2. Investors tend to prefer positive odd moments and 

low even moments. But returns often have negative odd moments, so require negative loadings 

for these. Working with the negative of returns is often convenient as then all moments would 

require positive loadings. 

Chung et al. [21] find that observed risk factors such as those identified by Fama and 

French become insignificant if enough higher co-moments are included in the pricing formula. 
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Hung [22] shows that including the 3rd and 4th co-moments gives better fits than does CAPM 

with those additional risk factors. 

Higher co-moments can also be represented as probability transforms. For instance, ex-

panding the co-3rd moment shows that it is E[YM2] – EM2EY – 2E[YM]EM + 2EY(EM)2. Then 

similar arguments as for covariance show that setting h(y) = 1 + b{E[M2|y] – EM2 + 2[EM]2 – 

2E[M|y]EM} gives the loaded co-3rd moment as a transformed mean. 

Thus no-arbitrage pricing has the potential to represent the risk needs of a diversified in-

vestor. However to do this requires certain types of probability transforms. 

A related issue is the pricing of discontinuous jumps in the process. Authors tend to as-

sume that jumps are priced, or that they are not. A typical argument that jumps are not priced is 

that their effect on the moments is already included in moments pricing. In a single-period model 

this might be true. However, a lot of no-arbitrage pricing is done in continuous models. Utility 

theory is typically done in a single-period framework, but there might be an extension of it to a 

continuous process. In that case, an investor would always be interested in current wealth. You 

would think that a risk of bigger changes would be worse than smaller changes, so jump risk 

would be disfavored. Also adding jump risk to a complete market makes it incomplete, and some 

jump risk cannot be completely hedged. Investors probably would not like that either. This rea-

soning suggests that jump risk should be priced. But it is probably the jump risk in the portfolio, 

and thus in the market, that would be the issue. This leads to the idea of pricing co-jumps with 

the market for individual securities. 

Defining co-jump risk is most readily done specific to a particular discontinuous model 

of pricing movements. One possibility would be a compound-Poisson model, or other such com-

pound frequency-severity model. Another possibility would be a Levy process. In general these 

processes allow infinitely many small jumps in a finite period, but only finitely many of these are 

greater than ε no matter how small ε is. Thus it should not be too troublesome to ignore the small 

jumps and consider a model that is a continuous process plus a compound-Poisson process. The 

jumps would be at the Poisson events, and the co-jump risk could simply be a co-measure of the 

security jumps with the market jumps. For something like earthquake insurance, the insurance 

losses could correspond greatly with the market losses, so a reasonable first approximation to the 

co-jump would be the risk’s own jump. Thus just pricing jump risk as idiosyncratic risk may be 
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reasonable as a starting point. 

   The minimum-entropy martingale transform discussed in Appendix B is a popular trans-

form in incomplete markets. For a compound-Poisson process this applies to the jump risk com-

ponent by simply increasing the expected number of jumps. A possible way to incorporate mar-

ket risk for the diversified investor is provided by the technique of exponential tilting defined by 

Bühlmann [23]. The minimum-entropy martingale is an Esscher transform, which is closely re-

lated to the moment-generating function. If many co-moments with the market are needed to re-

flect investor risk attitudes, perhaps a co-moment generating function could work, at least for the 

higher moments. This might be especially applicable if the negative of profit were the risk varia-

ble, as then all moment preferences would have the same sign.  

The general exponential tilting for a compound Poisson process could be defined as: 

λ∗  = λEeM/c ; g*(y) = g(y)E[eM/c|y]/EeM/c. This is similar to the minimum entropy martingale but 

with the market risk replacing the loss risk at some points. 

C.2 Frictional Costs of Holding Capital 

Costs that accrue from holding capital whether or not risk is taken, such as taxes on in-

vestment income, are considered frictional costs of holding capital. Agency risk, that is the risk 

that management will use capital according to its own priorities rather than those of the share-

holders, is thought to reduce the value of a company, and so would also be a frictional cost. A 

related risk is that of putting your investments under someone else’s control. This risk may be a 

reason that closed-end mutual funds often trade below book value. 

Allocating capital seems to make sense as a way to allocate the frictional costs of holding 

capital. Myers and Read [24] suggest an allocation method that seems to be designed for this 

purpose. They constrain capital so that the value of the default put option as a percentage of loss 

liabilities is constant. The reduction in this capital from a slight percentage decrease in the writ-

ings of a line is then the allocation of capital to that portion of the line. This is a marginal alloca-

tion that adds up. Myers and Read calculate this using standard option pricing assumptions, and 

include earnings from investment income as well as underwriting in their calculation. Venter et 

al. [3] apply this same principle more abstractly with separate random variables for underwriting 

and total profit, and no assumptions on distributional form. 
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The Myers-Read allocation makes sense for frictional costs as keeping the target ratio of 

default put to losses seems to be a reasonable interpretation of the function of capital. However 

there are other reasonable interpretations of the function of capital, such as keeping the probabil-

ity of default low, or keeping the expected losses given default below a target level, or having 

enough to renew all existing business after a 100-year loss. Each of these would lead to a differ-

ent marginal allocation of capital that adds up to total capital.  

The default put option is favored by academics, but remember that the market value of 

this option is the added value to the shareholders of having the option to default. While this can 

be quite a valuable option in some cases (Lloyds not having had it comes to mind) usually it adds 

only a small amount to the shareholders’ portfolio value. For the unfortunate policyholders who 

get left uncovered, who are usually not diversified in their insurance purchases, this option has a 

much greater value. Phillips et al. [25] find in fact that policyholders demand a much greater dis-

count in premium than the market value of this option. While this does not totally negate the sig-

nificance of the value of the default put, it does reduce any advantage it may have had over the 

other interpretations of the value of capital above. 

This again leaves capital allocation as an arbitrary choice, even in the realm of allocation 

of frictional costs of holding capital. Gründl and Schmeiser [26] provide a take-no-prisoners cri-

tique of capital allocation, and argue that choosing among such arbitrary alternatives is bound to 

lead to erroneous conclusions: 

According to the common cost literature, informational limitations leave us with no 
nonarbitrary common cost allocation for purposes of performance measurement and pricing. 
Instead, the generally accepted response is to develop a set of desired properties for the allo-
cation process itself and proceed with the method that best satisfies these properties. It is in-
herent in such a process, however, that whatever allocation method used will result in distor-
tions and the question future research ought to investigate is the extent to which those distor-
tions exist under various allocation methods. 
 

They do provide an alternative, however. They suggest that each frictional cost be treated 

individually and included in a contingent claims approach to pricing. For instance for corporate 

taxation they suggest, following Doherty and Garven [27], that the government hold an option on 

the profits of the firm. This in actuality is a fairly complex option, depending on the current and 

historical profitability of the firm. But given the right martingale transform, the value of this op-

tion should be calculable without allocating capital, and then it can be added to the target profit-
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ability of each business unit. Essentially this approach converts frictional costs to another risk 

charge, but for a risk different than insurance losses. 

C.3 Conclusions 

Calculating risk-adjusted return is risk pricing applied to the entire business unit. Risk pricing 

theories for insurance need to take into account the heavy-tailed distributions of returns and the 

presence of jumps. Financial risk-pricing theory is advancing in this direction and has the poten-

tial to capture these effects. Both the cost of bearing risk and frictional costs could be covered by 

this approach. Selecting a risk measure and allocating it is not likely to match the results of such 

a calculation, however. 
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