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REGULATORY SOLVENCY PREDICTION IN PROPERTY-LIABILITY INSURANCE:
RISK-BASED CAPITAL, AUDIT RATIOS, AND CASH FLOW SIMULATION

ABSTRACT

This paper analyzes the accuracy of the principal models used by U.S. insurance regulators to
predict insolvencics in the property-liability insurance industry and compares these models with a
relatively new solvency testing approach —— cash flow simulation. Specifically, we compare the
risk-based capital (RBC) system introduced by the National Association of Insurance
Commissioners (NAIC) in 1994, the “FAST" audit ratio system used by the NAIC, and a cash
flow simulation model developed by the authors. Both the RBC and FAST systems are static,
ratio-based approaches to solvency testing, whercas the cash flow simulation model implements
dynamic financial analysis. Logistic regression analysis is used to test the models for a large
sample of solvent and insolvent property-liability insurers, using data from the years 1990-1992
to predict insolvencics over three-year prediction horizons. We find that the FAST system
dominates RBC as a static method for predicting insurer insolvencies. Further, we find the cash
flow simulation variables add significant explanatory power to the regressions and lead to more
accurate solvency prediction than the ratio-based models taken alone.
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1. Introduction”

Increasces in the frequency and severity of insurer insolvencies in the mid-1980s led to concern
about the adequacy of state insurance regulation and the accuracy of the methods used by regulators to
provide early warning of insurer insolvencics.! The National Association of Insurance Commissioners
(NAIC) responded by adopting a “‘solvency policing agenda” in 1989. The agenda resulted in a number
of changes in state solvency regulation including the adoption of the Financial Analysis and Surveillance
Tracking (FAST) solvency monitoring system and risk-based capital (RBC) requirements for both life
and property-liability insurers.” FAST was implemented in 1993, and the property-liability insurance
RBC system went into cffect in 1994,

Well-designed solvency monitoring systems should identify a high proportion of troubled
companices carly enough to permit regulators to take prompt corrective action and should minimize the
number of financially sound insurers that are identified as being troubled. Earlier research has called
into question the effectiveness of the NAIC's RBC system in accomplishing these objectives. Grace,

Harrington, and Klein (1998) (GHK) find that, although the ratio of actual capital to RBC is ncgatively

"T'he authors would like to thank Richard Derrig and the participants of the Sth International Conference
on Insurance Solvency and Finance for their helpful comments. In addition, the authors are grateful t Dr.
Charles Metz of the University of Chicago for making his receiver operating characteristic (ROC) software
available to us.

‘State regulators were criticized for insufficient solvency monitoring and excrcising regulatory
forbearance (sce U.S. House of Representatives, 1990, U.S., General Accounting Office, 1991). The
criticisms led to proposals for federal insurance solvency regulation. Causes of the worsening insolvency
experience include unexpected growth in claim costs and interest rate volatility in the carly and mid-1980s,
as well as moral hazard induced by risk-insensitive guaranty fund assessments (Cumimins, Harrington, and
Nichaus, 1993, A.M. Best Company, 1990).

*For morc information on the FAST system, sce Klein (1995). An older system, the Insurance Regulatory
Information System (IRES), which tests insurer solvency based on twelve audit ratios, is also still in use by
the NAIC. Although not all of the [RIS ratios appear in precisely the same form in the FAST system, FAST
can he considered a super-set that encompasses nearly all of the information conveyed by IRIS. Hence, the
analysis in this paper focuses on the FAST ratios.
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and significantly rclated to the probability of subsequent failure, relatively few companies that later
failed had ratios of actual capital to RBC within the NAIC’ ranges for regulatory action. Cummins,
Harrington, and Klein (1995) (CHK) contirm that the predictive accuracy of the RBC ratio is very low,
even when the components of the ratio, rather than the overall ratio, are used as predictors.’

The only prior tests of the FAST system were performed by GHK (1995, 1998). They tested the
overall FAST score, a univariate summary statistic compiled by the NAIC based on the approximately
thirty-one financial ratios comprising the FAST system. The NAIC assigns scores corresponding to a
company's ratios hased on a subjective evaluation of the importance of the ratios and their relationship
to solvency, and the scores are summed to obtain the company’s overall FAST score. Financial strength
is considered to be inversely related to the overall FAST score. In their tests, the overall FAST score
performs considerably better than RBC in predicting insolvencies, and the addition of the RBC ratio to
the FAST-ratio prediction models leads to only modest improvements in predictive accuracy.

A limitation of both the RBC and FAST systems is that they are based on a “snapshot” of the
firm at a given point in time, i.c., they are static rather than dynamic approaches to solvency testing
(Cummins, Harrington, and Nichaus, 1993, 1995). The more modern approach to solvency testing is
dynamic financial analysis (DFA), usually implemented using cash flow simulation.* DFA has the
ability to capture information that is not utilized in the static systems and thus to lead to more accurate
solvency prediction. For example, a cash flow model can take into account patterns of loss reserve

runoffs and asset cash tlows and can incorporate external economic information such as yield curves and

‘CHK also report that predictive power can be significantly improved by adding controls for insurer size
and organizational form.

*For further discussion of the cash flow simulation approach, see Casualty Actuarial Society (1996) and
Hodes, et al. (1996).
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inflation ratcs. Thus, DFA can provide information on a company’s ability to withstand potentially
adverse cconomic developments that cannot be captured by a static system.

The present paper extends the existing rescarch on regulatory solvency prediction in two major
ways: The first major contribution is to test the accuracy of a DFA model in predicting insurer
insolvencies using a cash flow simulation model developed by the authors.® Variables based on cash
flow simulations are tested by themselves and in combination with the RBC and FAST scores to
measurc the potential incremental power of DFA.

The second major contribution of the paper is motivated by a limitation of GHK’s analysis that
is likely to have produced an upward bias in their cstimates of the predictive accuracy of the FAST
system. The problem arises because the FAST scores used in their tests were optimized by the NAIC
to accurately predict the insolvencies that actually occurred in 1993, while also considering information
on insolvencies occurring in 1991 and 1992, In addition, the NAIC changed ratios over their sample
period bascd on the characteristics of the insolvencies that occurred in cach year, and GHK use the sct
of ratios chosen by the NAIC in 1993, Thus, the variables used in their tests incorporate information
that would not have been known in 1989, 1990, and 1991, the three basce years for their solvency tests.®
Although the degree of bias is difficult to determine without further analysis, it seems clear that GHK
did not perform a true ex ante test of the FAST system’s predictive accuracy. We perform an ex ante

test of FAST in this paper by measuring the predictive accuracy of the set of nincteen FAST ratios that

*T'he modeling project was sponsored by the Alliance of American Insurers. J. David Cummins and
Richard D. Phillips developed the mode] in collaboration with Douglas Hodes and Sholom Feldblum of
Liberty Mutual Insurance Group. Although cash flow simulation has not been used by the NAIC in solvency
testing, the cash flow simulation approach has been proposed as a regulatory system by industry groups and
implemented for solvency testing by the New York Insurance Department for certain life insurance products.

*GHK use data from cach base year to forecast insolvencies over a three-year horizon, e.g., the 1989 data
were used to predict insolvencies occurring in 1990-1992,
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were used consistently throughout our sample period. We compare the predictive performance of the
consistent FAST ratios with the FAST variables used by GHK (1995, 1998), i.e., the overall FAST score
and the tull set of thirty-one ratios, both optimized by the NAIC for 1993, Thus. our tests avoid any bias
caused by the 1993 optimization problem and the NAIC's tendency to change the ratios after the fact to
increase predictive accuracy.

An additional contribution of our paper is to introduce to the insurance insolvency literature a
new approach to comparing the performance of the alternative solvency monitoring models — receiver
operating characteristic (ROC) analysis. ROC analysis has its roots in engineering {Petersen et al., 1954)
and is the generally accepted methodology for evaluating diagnostic performance of competing models
in such fields as psychometrics, medical imaging, and weather forecasting (Swets, 1996). We use ROC
analysis in this paper to determine whether the cash flow variables add significantly to RBC's and
FAST’s ahility to predict the solvency of insurers,

The sample of finms used in our analysis consists of all property-liability insurers that became
insolvent during the period 1991 through 1995 that were reported to the NAIC as well as a sample of
solvent property-liability insurers.” The predictions are conducted using financial statement data from
three years — 1990, 1991, and 1992 — with three-year prediction horizons.

By way of preview, our results confirm the GHK (1995, 1998) and CHK ({1995) finding that the
risk-based capital formula and its components are not very effective in predicting insolvencies. We find
that predictive accuracy is significantly improved through the use of variables based on the FAST
system. Asexpected, the GHK (1995, 1998) FAST variables perform better than the sct of FAST ratios

used consistently throughout the sumple period. The cash flow simulation results add significant

All insurance insolvencies of any meaningful size are reported to the NAIC by the state insurance
commissioners.
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incremental explanatory power to the RBC and FAST variables taken alone or in combination.

The remainder of the paper is organized as follows: In section 2 we describe the NAIC’s RBC
and FAST systems and our cash flow simulation model. Section 3 presents the methodology and
discusses our data base. The results are presented in section 4, and section S concludes.

2. The Solvency Prediction Methods
The NAIC Property-Liability Risk-Based Capital System

The NAIC property-liability risk-bascd capital system consists of a serics of ratios that arc
multiplied by various balance sheet and income statement variables to compute RBC “charges” for the
principal risks facing insurers. The sum of the charges, reduced by a covariance adjustment, equals the
insurer’s risk-based capital. The insurer’s actual capital is divided by its risk-based capital to obtain the
RBC ratio, and regulatory action is prescribed for insurers whose RBC ratios fall below specified
thresholds (sec below).

The RBC formula assesses charges for four major types of risks — asset risk, credit risk,
underwriting risk, and growth and other forms of off-balance sheet risk (sce NAIC, 1993, and Cummins,
Harrington, and Nichaus, [995, for more details). The provision for underwriting risk applies separate
risk factors to loss and loss adjustment expense reserves and to net premiums written for each line of
business. We refer to the resulting RBC charges as "loss reserve RBC” and "written premium RBC,"
respectively.  The loss reserve charges accounted for about 41 pereent of total industry RBC in 1992,
while written premium RBC accounted for about 27 percent. The loss reserve and written premium risk
factors are based on regulatory judgment and analysis of the industry's worst accident year development

and worst accident year loss ratio over the previous ten years.® The factors are discounted to present

*Accident year development” refers to the ratio of developed (i.c., estimate of ultimate) incurred losses
and allocated loss adjustment expenses evaluated at the current year to the initial evaluation of these
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value to reflect the fact that reserves are generally reported on a non-discounted basis. Charges are based
on & weighted average of industry and company cxperience so that an insurer with worse than average
loss development and loss ratios will have risk factors higher than the industry factors.

Asset charges ("investment RBC™y accounted for about 21 percent of the total property-liability
insurer RBC in 1992. The bond and preferred stock (for non-affiliates) factors arc based on NAIC
valuation categories. which generally paraliel Moody’s and Standard & Poor’s. The bond factors range
from 0 for Treasury bonds to 30 percent for bonds in or near default. They are adjusted upward
(downward) if the number of issucrs reflected in its bond portfolio is less (more) than 1,300 to reflect
the diversification of credit risk across issuers (Klein, 1995). There is a 1S percent charge for commeon
stocks of non-affiliated corporations. An asset concentration factor increascs the RBC charges for the
10 largest assct exposures grouped by issuer.

The credit component of the formula ("credit RBC") applies a 10 percent charge to reinsurance
recoverable from non-aftiliates and affiliated alicn insurers and smaller charges to various other
receivables.  Additional RBC charges are given to insurers with three-year average growth in gross
premiums written in excess of 10 percent and for off-balance sheet liabilitics. We refer to these two
components as "growth RBC." In 1992, credit RBC accounted for 10 percent of total industry RBC and
growth RBC accounted for | percent of the total. The sum of the RBC charges is reduced through a

cavariance adjustment to reflect the effects of diversification across risk factors.”

incurred losses and allocated loss adjustment cxpenses. Positive development indicates that initial
estimates of ultitate losses were too low. "Accident year loss ratio” refers to the ratio of developed
incurred losses and allocated loss adjustment expenses to net premiums carned. Under "accident year"
reporting, all losses arc assigned to the year in which the event occurred that triggered coverage (e.g.,
date of an accident).

‘For 1994, the RBC charge obtained from application of the covariance adjustment formula was

multiplied by 0.4 to calculate the benchmark RBC levels (the final formula result) reported in insurer annual
statements. This scale factor was increased to .45 in 1995 and to 0.5 for years after 1995,
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The RBC system requires regulators to take specified actions if an insurer’s actual capital falls
below certain thresholds. The "authorized control level” (ACL), which is equal to the final RBC formula
result, is used as the primary point of reference. Other levels are calculated as percentages of the ACL:
Q)] Company Action Level. An insurer with capital below 200 percent of the ACL must file a plan

with the insurance commissioner that explains its financial condition and how it proposes to
correct its deficiency.

(2) Regulatory Action Level. When an insurer's capital falls below 150 percent of the ACL, the
commissioner is required to examine the insurer and institute corrective action, if necessary.

3 Authorized Control Level. If an insuret's capital falls below 100 percent of its ACL, the
commissioner has the legal grounds to rchabilitate or liquidate the company.

) Mandatory Control Level. If capital is less than 70 percent of the ACL, the insurance
comimissioner is required to seize the company.

The accuracy of the RBC system is of great importance not only to avoid costs to the gnaranty fund
system arising from insolvencies that are not identified in time to avoid large deficits but also to avoid
imposing unnecessary regulatory costs on financially sound insurers.
The FAST System

The NAIC's financial analysis and surveillance tracking (FAST) system and the older insurance
regulatory information system (IRIS) were designed to prioritize insurcrs for further regulatory action.
The IRIS system consists of twelve audit ratios with published ranges that are decmed acceptable by the
regulators. The FAST system consists of approximately thirty ratios and corresponding scores for cach
ratio (Klein, 1995). The ultimate output from the FAST system is the overall FAST score equal to the
sum of the individual insurer’s audit ratios multiplied by the corresponding scores. Companies
performing poorly in terms of the IRIS and FAST test results are given a higher priority by regulators
in deciding upon subsequent regulatory attention.

The FAST system was introduced in part as a result of the allegation that insurers were able to
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“game” the RIS system because it is based on only a few ratios, for which the regulatory action cutofts
are specified in advance and rarely changed (Klein, 1995).  In contrast to the IRIS system, the FAST
scores are not revealed by the NAIC. and both the ratios and the scores could change over time as new
information becomes available. Thus, the FAST system is expected to provide more accurate solvency
predictions than the IR1S system. Even though not all of the RIS ratios appear in the FAST system in
precisely the same form, nearly all of the relevant information captured by IRIS is also incorporated in
FAST. and FAST captures a significant amount of information not reflected in [RIS (Grace, Harrington,
and Klein, 1995). Accordingly, in this paper we focus on the FAST system rather than the IRIS system.

Grace, Harrington, and Klein (1995) tested FAST against alternative specifications and with
additional scoring methods. After an exhaustive investigation, the authors concluded that changes in the
scoring methodology and other alternative specifications did not lead to better predictions than a logistic
regression model based solely on the FAST ratios and other firm characteristic variables (such as total
assets and a mutual versus stock dummy variable).  Thus, the authors concluded that there are
diminishing retums to examining additional audit ratios based on financial statement data and that other
approaches that add new types of information to selvency analysis, such as cash flow simulation, should
be explored. However, as mentioned above, their tests are subject to potential bias because the scores
and ratios they used were modified after the fact by the NAIC and thus contain information that would
not have been known in a true ex ante test of predictive accuracy. Our methodology corrects this
problem, as explained below,
The Cash Flow Simulation Model

In contrast to the NAIC's RBC and FAST systems, cash flow simulation 1s a dynamic approach
to solvency testing. Rather than cvaluating the financial health of an insurer using a snapshot of the

company’s financial condition at a point in time, the cash flow simulation approach projects the
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company's financial condition over a period of time under alternative economic scenarios. This section
discusses the key components of the cash flow simulation model.

General Principles. Cash flow simulation is based on the fundamental principle of asset pricing
that the value of any asset is determined by its cash flows. A pro-forma cash flow statement for the
property-liability insurance industry is shown in Table 1. The principal cash inflows are premiums and
investment income, and the principal cash outflows are losses, expenses, and Federal tax payments. The
net cash flow reflects the industry’s net cash position for the year. Our model utilizes the same basic
cash flows but is much more complex, incorporating separate cash flows for the major lincs of insurance
and categorics of assets.

The starting point for the simulation is the company’s financial position at the end of a specitied
year (1990, 1991, or 1992 in this study), as reflected in its balance sheet, income statement, and other
financial accounts. The cash inflows and outflows implied by the company’s beginning financial
condition are then simulated over a twenty-year time horizon. At the end of the twenty-year projection
period, the present valucs of the company’s remaining cash flows are computed and added to its net
resources at the end of the period. If the net resources are positive, the company is considered to have
survived, but it the net resources are zero or negative, it is considered to have become insolvent.
Companics are classified as solvent or insolvent on the basis of this test.

The model utilized in this paper is intended as a practical tool for regulatory solvency testing
rather than a managerial decision making model. Becausc the regulator is primarily concerned with
whether the company’s current resources are adequate to pay its obligations, the model is designed as
a runoff modecl rather than a going concern model. The objective of developing a simulation model
that could be used in practical regulatory solvency testing also drives other important characteristics of

the model: (1) The data used by the model are from the company’s regulatory annual statement, which
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can be read into the program automatically from the computer diskettes filed by the insurers with the
NAIC." (2) The madel utilizes a non-stochastic, scenario-testing approach rather than stochastically
stmulating investment, loss, and other important tlows. Seven scenarios are programmed into the model,
which can be changed by an advanced user. The scenarios include a baseline scenario, where cash flows
are based on expected values, and six progressively more adverse scenarios, involving elements such
as higher than expected losses, adverse reserve development, and lower investment income. The
scendrios used in paper are defined in Appendix A.

The reason for choosing a scenario testing rather than a stochastic approach is that accurate
stachastic modeling requires carctul estimation of probability distributions, which are likely to vary by
company. Such a detailed analysis would not be feasible in a regulatory context where approximately
two thousand companies are to be analyzed within a few months time."

In order to provide a robust test of the simulation model, we chose not to optimize the model to
perform well in predicting the insolvent firms in our sample. The scenarios were designed a priori based
on actuarial and financial theory rather than through an analysis of financial statement data. Thus, any
incremental predictive power provided by the cash flow model probably could be improved upon by
adopting a more aggressive modeling strategy.

The model contains separate modules for cach of eighteen lines of insurance as well as various
categories of investments and other insurer accounts. The remainder of this section discussion provides
brief descriptions of the premium, loss, and investment modules.

The Premium and Underwriting Expense Module. In keeping with the runoff approach, the

""The model is designed to run on a personal computer using the Microsoft Excel® spreadsheet program
and can be run automatically with little or no operator intervention.

""The scenario approach is also much easier to explain to non-technical users and thus would be more
likely than the stochastic approach to gain widespread acceptance among regulatory personnel.
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premium and underwriting expensc cash flows are simulated on the assumption that the company docs
not continue to writc new business over most of the simulation period. However, the company is
assumed to write new business for eighteen months following the starting date of the simulation,
reflecting the amount of business that would be written prior to the next audit following the financial
statcment used to begin the simulation.” New premium writings are projected as the company’s current
premium writings increased by a growth rate equal to the company’s average annual premium growth
over the prior five years."

Underwriting expenses are assumed to be paid only while the company is collecting premiums,
i.c., during the first eighteen months of the simulation. The expense payments arc based on a weighted
average expense ratio, defined as follows: ER = Y, ER, w,. where ER = the weighted average expense
ratio, ER, = the company’s actual expense ratio for linc 1 in the year prior to the start of the simulation,
and w; = the weight given to line i. Expenses in years | and 2 arc then computed as: E; = ER*P, j= 1,
2. The weight given to cach line of business is cqual to the total reserve for the line of business relative
to the company’s total reserves.

The Loss Modules. The loss modules are used to generate the company’s loss cash flows from
cach of eighteen lines of insurance. The input data for the loss modules are taken from Schedule P of
the insurer’s regulatory annual statement, which provides information on the history of the company’s

loss reserves. The loss cash flows are estimated by multiplying the company's loss reserves as of the

That is, the company is assumed to be solvent as of the date of the financial statements used to start the
simulation. We assume that the company will be audited again cighteen months following the starting date
of the simulation, becausc NAIC regulatory statements are filed annually (in March) and it takes the NAIC
several months to analyze the data.

""More precisely, define P, and P, to be premiums collected during simulation years | and 2, respectively,

and define m, as the five-ycar premium growth rate. Then P, = P;*m, and P, =12 (Py*m,"), where P, = the
company’s net carncd premiums in the year prior to the start of the simulation.
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starting date of the model by a sequence of loss cash tlow factors projecting the amount of the loss
reserve paid out over cach of the next twenty years.

Two methods are used to estimate the loss payout proportions for cach line of business — a
premium-based method and a loss-based method. The final payout proportions are based on a
weighted uverage of the factors generated by the two methods."* The premium-bascd method involves
computing the proportion of incremental paid losses relative to earned premiums. Detine C,, to be the

¥y

cumulative paid losses and allocated loss adjustment ex penses for accident year y paid after d years of
development.  Define P, to be the net carned premium for accident year y. Define g, to be the
proportion of accident year y premiums paid out as losses during development year d. Then the
incremental payout proportions under the premium-based method, g, . are equal to:

i C . for d 1 wnd o vd 1 i P>
By }7;7 Jo oandg oy i‘*]}'*i . for ¢ . )

Once the g, ,'s have been estimated. the model computes the average amount of the net earned premium
that is paid out as losses in each development year d over all the accident years. The payout proportion

for development year d is the average of the g or g, 4, where

1 s-d )
. - q for d e || N}, 2
Su NI A Fu Y 2)

where N = the number of years of available data, and s = the final year for which data are available.
The loss-based method for estimating loss payout proportions computes the proportion of the

remaining rescrve for accident year y as of development year d that is paid during development year d+1.

“The program gives more weight 10 the premium-based method in carly development years and more
weight to the loss-based method in the later development years when the book of business is more mature
and therefore loss reserve estimates are more accurate.
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Define R, 4 to be the total reported incurred losses and loss adjustment expenscs for accident year y
reported at the end of development year d. Define {,  to be the proportion of the age y+d reserve paid
during year d+1. Then, using the notation developed for the premium-based method, the incremental

loss payout proportions are equal to:

{3

As with the premium based method, once the {, ;s have been estimated, the model computes the average

incremental loss payout proportion [ as follows:

1 s-d+1

L, - T M.EN.xﬁ“‘” Jor de [1,9). (4)

The final loss-based payout proportions used in the model are equal to a weighted average of the
company’s and the industry’s loss-based payout proportions, and the final premium-based payout
proportions are obtained similarly. The weighting factor in the model has been set equal to 2.

The model utilizes the premium-based and loss-based payout proportions to simulate the loss
cash flows attributable to each accident year. Define r, , to be the amount of the reserve remaining to
be paid out as losses for accident year y at the beginning of year y+d, i.c., it is the amount of accident

year y's reserve left to be paid after d development years and is equal to

r R

v.d C 4 (5)

yd

Define L, , to be the estimated loss cash flow from accident year y in development year d. Then Lyyis

equal to

Vv y.d-1

L wy X g X P (1w )y xd xor (6)
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The weight w, 0 < w, < 1, 1s an industry-wide estimate of the proportion of total losses unpaid by the
end of development year d.

Property-liability insurers face the risk that ultimate loss payments will exceed current loss
reserves. This type of risk, known as reserving risk, is incorporated into the model through the scenario
definitions.  The baseline scenario assumes that a given company'’s reserves are understated by a
percentage based on the company’s prior loss reserve development and the industry's prior loss reserve
development, where loss development is defined as the ratio of the estimated losses incurred for a given
accident year as of the most recent reporting date to the estimated losses incurred as of the initial
reporting date for that accident year, minus 1. The moderately and severely adverse scenarios assume
that the company's loss reserves have been understated by the weighted average adverse development
tactor plus | and 2 loss development standard deviations respectively.'®

The model distinguishes between lines of business that pay nearly all of their losses in the first
three years of development (short-tail lines), the first ten years of development (intermediate-tail lines),
and lines of business where significant payments still remain to be made after ten development years
(long-tail lines). For short-tail (intermediate-tail) lines all losses not paid out by the end of the third
(tenth) development year are assumed to be paid out in the fourth (cleventh) year and no further loss cash
flows are generated from these lines after the fourth (cleventh) development year.

Long-tail lines of business continue to generate loss cash flows for the entire twenty-year

stmulation period. The estimates of the future loss payments for the first 10 development years arc

"*As an clement of conservatism, no credit for over-reserving is given when estimating the average adverse
development for the company or the industry. The relevant adverse reserve development percentage(s) is
(are) set equal to O for the baseline scenario, and underreserving in the moderately and severely adverse
scenarios is reflected by increasing the company’s stated loss reserves by one and two standard deviations
of the reserve development factor.
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generated as described above. However, because Schedule P contains only ten years of loss development
history, starting with development year I | the model estimates loss payments by fitting an inverse power
curve to the first 10 years of loss payments and then extrapolating the curve to determine the loss
payments for the next ten years.'® In development year 21, a lump sum payment is made to pay off any
reserves that may remain.'” Once the model has estimated the loss cash flows for each line of business,
the flows from the individual lines are added to determine the total loss payments made by the company
for each of the next twenty years.

The Investment Module. The investment module starts with the company’s current assct
holdings and estimates the cash flows that will be generated from these investments over the twenty-year
projection period. The starting value of the equity portfolio is equal to the market value of cquities
reported in the company’s annual statement. The annual statement gives data on the bonds held by
insurers categorized by quality (default risk) and maturity. The bonds are treated by the model as cash
flow vectors, with the cash flows generated by any given bond cqual to its coupon payments and
projected payment of principal, subject to adjustments for default risk and interest rate risk, discussed
below. Insurers report bond maturitics in the NAIC regulatory annual statement in multi-year bands, and

we assume that bonds in a given maturity band mature uniformly over the years covered by the band."

"“Define F, , as the ratio of the prospective loss cash flow payment of accident year y in development year
d relative to the most recently reported total incurred losses and loss adjustment expenses for year y, i.c.,
F..=L, /R, where R =the incurred losses and loss adjustment expenses for accident year y at most recent
report. by, is averaged over all accident years to obtain F and the inverse power curve s fitted to the first
10 observations on F , using ordinary least squares. The model is In{(F ;) =a+ B *In(d),d=1, 2,.. ., 10.

We then project the cash flow factors for years 11 through 20 using the estimated model, i.e.,
I:‘dz €' d", where a and b are the estimated values of a and B, respectively.

"The lump sum payment at time 2| is given by the formula L, =r,*(1+d,), i.e., the remaining reserve
at time 20 is adversely developed for one additional year.

"Insurers report the value of bonds maturing in less than | year, greater than or equal to | year but less
than 5 years, greater than or equal to 5 years but less than 10 years, greater than or equal to 10 years but less
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The model simulates stock price risk by accumulating the company's initial stock holdings using
capital gains and dividend accumulation factors. Define S to be the market value of the equities held
by the firm, where i ranges from 0 (the starting year of the simulation) to 20. Stock price risk is
simulated by varying the vectors of capital gains and dividends used to accumulate the value of the
insurer’s stock holdings over the projection period. Define CAP, to be the amount of the capital gain for
simulation year i. Define CG, to be the capital gain factor used to generate year i's capital gains. Then,

the formula used to determine the amount of capital gains for any year is

CAP S, x (G, SJor ig}1,20). 0

! =1

The basceline scenario assumes that all capital gains factors are equal to the long-term historical average
(1926-1992) capital gain factors reported by Ibbotson Associates (1993) for the large company stocks
(the Standard & Poor’s 500-Stock Composite Index). The moderately adverse and severely adverse
scenarios shock the equity portfolio of the firm by supposing the company suffers a large capital loss in
the first year, followed by average capital gains in the subsequent years. The capital gain factors for the
first year for the moderately and scverely adverse scenarios are equal to the average capital gain factor
minus 1 and 2 standard deviations, respectively.' Other capital gains assumptions could be used to

generate alternative scenarios.

than 20 years, and in 20 or more years. The model treats bonds with maturities longer than 20 years as 20
year bonds. Onic coupon payment and the face value of the 20 or more year bonds are assumed to be paid
at time 20.

"The bascline assumption for average capital gains is 7.09 percent per year, the moderatcly adverse
scenario assumes a capital loss of -12.9 percent in the first year of the simulation, and the severely adverse
scenario assumes a capital loss of -32.9 percent in the first year. These assumptions are based on the long-
term average capital appreciation on large company stocks for the period 1926-1992 from Ibbotson
Assoclates (1993). For purposes of comparison, our severely adverse capital loss is larger (in absolute value)
than all hut two single year capital losses during the period 1926-1992 (1931 and 1937).  Our moderately
adverse capital loss assumption is larger than all but seven single year capital losses during the period 1926-
1992. Thus, we believe that ouradverse scenarios cxposc insurers to an appropriate degree of risk from stock
price declines,
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The design of the dividend factors is very similar to the capital gains factors. However,
dividends are assumed to be received currently as investment income cash flows, whereas capital gains
are held on the books until the insurer nceds to sell assets (sce below). The bascline scenario assumes
the company’s equity portfolio receives dividends equal to the long-term average dividend yield on large
company stocks for the period 1926-1992. The moderately and severely adverse scenarios assume that
the first year dividend rate is one and two standard deviations below the average long-term dividend
yicld. respectively.

The model incorporates bond default risk using the bond mortality loss tables presented in
Altman (1992). The bond mortality loss rates measure the estimated proportion of total book value that
is lost duc to default in cach year of the simulation period. The scheduled bond cash flows for cach
payment year and quality class arc proportionately reduced by the mortality charges. The mortality
charges arc higher for bonds in lower NAIC quality classes. The same mortality rates arc applied to both
corporate and state/municipal bonds. The baseline scenario assumes that the bond mortality charges arc
cqual to Altman’s average bond mortality rates for cach hond quality class. The moderately and severely
adverse scenarios assume the bond mortality loss rates are equal to the Altman averages plus [ and 2
standard deviations, respectively. where the standard deviations are computed using data in Altman
(1992).

In addition to the risk of bond default, insurers are subject to fluctuations in bond market values
duc to unexpected changes in interest rates. The model's bond cash flows consist of coupon and
principal payments. If the insurer does not have to sell bonds, these cash flows will not be affected by
fluctuations in interest rates. Accordingly, as a simplifying assumption, the model assumes that stocks
are sold to meet loss payments until the stock partfolio has been exhausted. At that point, further

uncovered loss cash flows must be met by sclling bonds. To determine the proceeds from bond sales,
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the market values of the bonds must be determined. This is done by maturity and quality class using
estimates of the market yield rates for bonds in various quality and maturity classes (see Appendix A).
The bonds’ cash flows are discounted using the estimated yield rates to obtain market values. If the
bonds must be sold, the sale proceeds are cqual to the estimated market values.

Interest rate risk is incorporated in the simulation scenarios by allowing for yield cuarve shifts.
The detault version of the model incorporates a flat yield curve, and adverse yield curve shifts reflect
parallel changes in the yield curve to a higher yicld™ The cffect of a yield curve shift is to alter the
interest rate at which bond cash flows are discounted to obtain bond market values. Define r, to be the
risk-frec interest rate at the beginning of the simulation, i.c., simulation year 0. Define s, to be the
amount the term-structure shifts in time period i relative to time O for interest rate scenario x, x £ [ 1, 7].
Define d. to be the default risk premium for bonds of quality class ¢, where c ¢ [g, 1, ... . 6]. Finally,
define r, ., to be the yield o maturity for bonds of class ¢ in simulation year i under scenario X, Then
r,.. s equal to

Ty re d v 5 (8)
These yield to maturity rates are used to determince the market value of the bond through time.

Other Components of the Model. In addition to the primary modules discussed above, the
model also recognizes risks from otherinsurer cash flows. Like the NAIC's RBC formula, the cash flow
model incorporates credit risk — the risk that the insurer will not be able to collect the full amount of
reccivables owed by agents and reinsurers. The model allows for the possibility that the agents and/or
the reinsurers will default on payments due to the insurcr, and the default charges are varied by scenario.

The default charges are applied against cash flows anticipated from agents and reinsurers in each

“*T'he model is sufficiently general to allow for yicld curves that are not flat and non-parallel yield curve
shifts.



simulation period. In addition to the usual balances due from agents, the model also incorporates a
module for accrued retrospective premiums.”’  Insurers with substantial amounts of retrospective
business may face significant risk that the retrospective charges will not be paid. The model allows for
this by making charges against retrospective premium flows that arc varied by scenario.

Net Cash Flow. The net cash flow for simulation year 1, NCF,, is the sum of the cash inflows
and outflows of thc company. The principal cash outflows are loss and cxpensc payments. The principal
cash inflows consist of premiums and investment cash flows, including bond coupon payments and
procecds from asset sales and maturities, payments received from agents and reinsurers, cash flows from
accrued retrospective premiums, and miscellancous flows. The net cash flow for simulation year i is

equal 1o:
NCF, = P ACF, <« RRCF, + DIV, 1« CPN, + MAT, - SALE, - L, - EX, = MS, 9

where P = total premiums collected by the company for simulation year i,
ACF, = total agent’s balances and retrospective premiums collected during simulation year i,
RRCEF, = total reinsurance recoverables collected during simulation year i,
DIV, = total dividends received by the company on its cquity portfolio for simulation year i,
CPN, = total bond coupon payments received by the company in simulation year i,
MAT, = total bond principal payments reccived by the company for simulation year i,
SALE, = proceeds from asset sales in ycar i,
L, = total losses paid by the company for simulation year i

EX, = total expenses paid by the company for simulation year i, and

*'Retrospective premiums are additional premiums owed to the insurer by policyholders under
retrospectively rated policies, which adjust premiums after the coverage period has ended to reflect the
policyholder’s actual losses during the period, are usually subject to a maximum and minimum prenium.
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MS, = miscellancous cash flows for simulation year i.
Because asset sales are used to offset otherwise uncovered cash outflows, a negative net cash flow is
almost always equivalent to insolvency.

3. Methodology and Data

The Logistic Regression Methodology

We compare the accuracy of the NAICs risk-based capital formula. the FAST system, and the
cash flow simulation model by estimating logistic regression models and use the results to compare the
predictive abilities of the various solvency assessment technologies. The logistic regression model takes

the following general form:

) RBC, RBC,
Yie T Uy o S - bOy A_SVAJ’ ' ﬁl FIJI N [5" [vrur
it Vit (1
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where RBC, = risk-based capital variable i for insurer j in year t,
S, = the actual surplus of insurer j in year t,”

F, = FAST variable i for insurer j in year t,

C,, = cash tlow variable i for insurer j in year t,
X, = control variable i for insurer j in year t, and
£, = a random crror term, assumed to follow a logistic distribution,

The dependent variable y,” is the propensity for the insurer to fail subsequent to year t. We do not

abserve y,” but instcad observe y, = | if the insurcr fails and y, = 0 if it remains solvent. The model is

“Consistent with the NAIC formula, the surplus variable we usc here is the insurer's "adjusted surplus,”
1.c., its reported surplus reduced by any deductions from reported rescrves duc to reserve discounting.



estimated using the method of maximum likelihood. Because the number of insolvent firms was not
large enough to usc a hold-out sample, we estimated the model using an approximate jackknife
procedure as a control for within-sample prediction bias.”

Specification of Independent Variables

With respect to the risk-based capital variables (the RBC;, in equation (10)), we follow CHK
(1995) in testing both total risk-based capital and its major components as possible predictors of insurer
insolvency. The decomposition of the overall ratio leads to five variables — the ratio to actual surplus
of the risk bascd capital charges for asset risk, credit risk, loss reserve risk, written premium risk, and
growth and other off-balance sheet risk. Using the ratios of the RBC components to surplus facilitates
the decomposition.

The specification of FAST variables is somewhat more problematical than the other variables
tested in our rescarch. We identify two problems with the use of the FAST results. The first problem
causcs a bias and the second causes multicollinearity.

Recall that the FAST system is a series of financial ratios and accompanying scores for ratios
falling in various ranges. Each company is given a score for each of its ratios depending upon the ratio’s
value. The scores arc then summed to give the overall FAST score for the company. Companies with
high overall FAST scores are given the highest priority for regulatory scrutiny. The ratios are released
by the NAIC but the scores are not publicly available to prevent insurcrs from gaming the system.

The first problem we encountered in testing the FAST systern can be called “look-ahcad bias”
{scc GHK, 1998). The look-ahcad bias problem ariscs because the NAIC chooses ratios to include in

the system (the ratios vary somewhat by year) and assigns scores to the ratios so that the system performs

*The procedure uses a one-step approximation to the cocfficient vector that would be obtained if the
ohservation were excluded from the sample (sce Pregibon, 1981).
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well in “predicting” observed insolvencics after the fact. Specifically, the NAIC scores and ratios
available for our study (and also for GHK, 1995, 1998) were chosen to give the highest scores to the
companies that actually failed during 1993, with consideration also given to the insolvencies occurring
in 1991 and 1992, i.e., the FAST scores and ratios were specificd afier the regulators observed the
outcome of the 1991- 1993 expericnce. As aresult, the FAST variables available for this study are biased
towards accuracy in tests of insolvency prediction for years prior to 1994 because they incorporate
information that was not available ex ante in these years. Using this ex post information would not
provide an accurate comparison between the alternative solvency prediction models since both the risk-
based capital and the cash flow simulation results are based solcly on ex ante information.™

To correct for the bias in the reported FAST ratios and scores, we use as predictors the nineteen
FAST ratios (not scores) common to the FAST system during the entire period under investigation.
(This is a subset of the thirty-one ratios included in the 1993 FAST system.) We refer to thesc ratios as
the consistent FAST rarios. Becausc the ratios in this sct were not modified after the fact in light of
observed insolvency experience, this set of ratios does not suffer from the look-ahead bias problem.”

For purposes of comparison, we also predict insolvencies using the FAST ratios and the overall FAST

“‘Note that it would be appropriate to use the scores and ratios optimized to a given year’s insolvencies
in predicting insolvencies for subsequent years. We could not conduct this type of prediction exercise
because the scores and ratios provided by the NAIC for usc in this study were based on 1993, GHK (1995,
1998) faced the same limitation.

*The ratios in the consistent set were known at the beginning of each projection period and were not
modified after the fact to improve predictive accuracy. To some extent, limiting the analysis to this set of
ratios biascs the tests against the accuracy of FAST to the extent that some form of the ex post ratios would
have been used prospectively inour base years. Consequently, the actual accuracy of FAST falls somewhere
in between the accuracy of the consistent ratios and the accuracy of the full set of ratios, including the ex post
ratios. However, itis likely that the true accuracy is closer to that of the consistent ratios because virtually
every important static aspect of an insurer's financial condition is captured in the consistent ratios.
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score based the NAIC's 1993 optimization of the system.™ We refer to the 1993 ratios as the ex post
FAST ratios. The FAST score and ex post FAST ratios arc the samc variables used by GHK (1995,
1998). The 1993 FAST ratios (including the ex post ratios) arc presented in Table 2, Panel B.7

The second methodological complication presented by the FAST ratios is that the number of
ratios is quitc large and many are highly correlated with one another. Including all of the variables in our
logistic regressions would result in an unmanageable degree of multicollinearity, and including arbitrary
combinations of the variables is likely to understate the accuracy of the FAST ratios if the omitted ratios
convey information about insurer financial condition. To solve this problem, we conduct a factor
analysis on the FAST ratios and use as variables those factors with cigenvalues greater than one.™ We
employ a varimax rotation to orthogonalize the factors, eliminating the problem of multicollincarity
among the factors.

We test several variables based on the cash flow simulation model. The most straightforward
variable is the ratio of predicted surplus at the end of the simulation period relative to the level of surplus
at the beginning of the simulation. We expect this variable to be inversely related to insolvency.

The second cash flow variable is the logarithm of the estimated time to failure, This is defined
as the actual time to failure for insurcrs that are predicted to fail by the model under the baseline

scenario, meaning that their simulated resources become negative with claims still outstanding sometime

*Ncither the individual ex post FAST scores nor the overall FAST score optimized for other years were
available in the data base provided to us by the NAIC.

“"We arc comfortable using the ratios alone as Grace, Harrington, and Klein (1995) conclude that adding
the scores to the analysis does not significantly improve the logistic regression model based solely on the
FAST ratios and other firm characteristic variables.

*The set of factors included in the final version of the logistic models is further reduced by eliminating

factors that were not statistically significant in earlier runs. Factors were eliminated one at a time with the
least significant climinated first.
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priorto orincluding simulation year twenty. For those companics having positive surplus after 20 years,

we usc a hazard rate model to estimate the expected time to failure, as follows:

E(t]r>20) - j:——hg)—dr (11
o Vo H(20)

where E(1lt > 20) = the expected time to failure conditional on the insurer having survived to time 20,
h(t) = the density function of time to failure, and
H(t} = the distribution function of the time to failure.
The hazard rate model is estimated using a lognormal time-to-failure distribution with two cxogenous
covariates: a size variable cqual to the natural logarithm of the insurer’s assets and a mutual/stock
organizational form dummy variable. We expect the time to failure variable to be inversely related to
the probability of insolvency.

Both the simulated ending-to-beginning surplus ratio and the time to failure variable incorporate
informution only from the baseline scenario. To capture information conveyed by the other six more
adverse scenarios (see Appendix A, Table A1), we conduct a factor analysis on the ratios of predicted
ending surplus to initial surplus and on the logarithm of the time to failure estimates under all seven
scenarios and use the significant factors as alternative independent variables to capture the outcome of
the cash flow simulations.” The fourteen cash flow variables are highly cotlinear, but the use of factor
analysis cnables us to reduce the set of information to that contained in only one or two factors,

depending upon the analysis year.

“In this factor analysis we follow the same procedure outlined above for the FAST scores. We employ
those factors with eigenvalues greater than or equal to onc after a varimax rotation, and insignificant factors
have been eliminated from the models shown in the tables.
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Our principal control variables are those used by CHK (1995) — asize dummy variable set cqual
to one tor small companics and zero otherwise and an organizational form dummy variable set equal to
one for mutual insurers and to zero otherwise, ™ The motivation for the usc of these variables is the CHK
finding that they significantly improve solvency prediction as well as carlier univariate analyses that
provides evidence of higher insolvency rates for small firms and lower failure rates for mutual firms than
for non-mutual firms (c.g., A.M. Best Company, 1990)."

Model Evaluation

To compare the predictive accuracy of logistic models containing alternative sets of variables,
we employ three approaches. Since logistic regression maximum likelihood techniques do not generate
standard measures of goodness of fit, we examine the pseudo R?(likelihood ratio index), the Type L'Type
1l error trade off, and receiver operating characteristic (ROC) curves. The pseudo R? or likelihood ratio
index is equal to one minus the ratio of the estimated log likelihood function value relative to the value
of the likelihood function when the cocfficients of the model are constrained to be zero (see Greene,
1990, p. 682). The Type I crror rate is defined as the probability that a firm which subscquently fails
is predicted to remain solvent, and the Type Il error rate is the probability that a firm which remains

solvent ts predicted to fail.  To evaluate the Type UType [l error trade-off, we calculate the Type Ierror

¥Our definition of a small company is the same as that used by CHK (1995). Specifically, the size
variable is set equal to 1 if a firm’s assets arc less than $100 million. This criterion was chosen judgmentally,
but our tests revealed that it performs better than a continuous size variable equal to asscts or the logarithm
of assets.

"Other things being equal, claim costs tend to be more volatile for small firms. Small firms also might
have relatively lower franchise values and thus less incentive to reduce insolvency risk than large firms.
Mutual insurers may be less prone to moral hazard in the presence of guaranty funds. They also tend to
specialize in the sale of less risky coverages than non-mutuals (see Lamm-Tennant and Starks, 1993).
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rates for various levels of the Type II error rate.” Models with relatively low Type 1 error rates
conditional on the Type I error rate are deemed to be superior.

Although ROC analysis is widely used in other disciplines, it does not appear to have a strong
presence in economics. Accordingly, we provide a brief discussion of ROC analysis here and more
details in Appendix B.

The goal of ROC analysis is to provide a statistical test of whether a given model outperforms
an alternative model in a binary prediction exercise (i.c., in categorizing observations into two mutually
exclusive groups) for various Type II error rates, ROC analysis is usually summarized graphically by
plotting a ROC curve in a two dimensional plane where the Type I error rate is plotted along the X-axis
and the complement of the Type | error rate (1 minus the Type 1 error rate) is plotted along the Y -axis.
In our analysis, we assume that two alternative models, 1 and 2, will yield unique ROC curves, and the
parameters of the curves are estimated using the maximum likelihood technique developed by Metz,
Wang, and Kronman (1984).

A usetul statistic that summanzes the accuracy of a particular model is the area below the ROC
curve. This statistic, known as the area index, is denoted A,, where the subscript represents the particular
modcl {i.e.. | or 2) being summarized. A model that perfectly discriminates between the insolvent and
solvent companies will have an area index equal to 1.0 and a model with no discriminatory power will
result in an ared index of 0.50. Using the results of the maximum likelihood estimation, we test the null

hypothesis of equal areas under the two estimated ROC curves by calculating

“The model produces a fitted valuc of y,, y, for cach firm. Assume that we are interested in a Type Il
crror rate of z percent, 1.e., an ervor rate such that z percent of the solvent firms arc classified as insolvent.
We find the cutoff value of y, ", y ¢, such that y,' > y “ for 7 percent of the solvent firms in the sample. The
proportion of insolvent tirms with y,' < y  then equals the Type Ferror rate.
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where A, = the arca under ROC curve i, 67 is the standard error of A,, i =1, 2, and p is the corrclation
coefficient between A, and A,. The test statistic z is distributed as a standard normal variate, and the null
hypothesis is rejected for large values of z.
Study Design and Data

Our study design is very similar to that used by GHK (1995, 1998) and CHK (1995).
Specifically, we predict failure rates over three-year prediction horizons using data from three basc years
— 1990, 1991, and 1992. Thus, the 1990 data are used to predict insolvencies over the period 1991-
1993, the 1991 data are used to predict insolvencies for the period 1992-1994, and the 1992 data are used
in insolvency prediction for the period 1993-1995. Our sample of insolvent companies consists of all
property-liability insurers that were reported to the NAIC by state insurance regulators as becoming
insatvent during the period 1991-1995 % OL'lr insolvent firm sample consists of 44 companies that

became insolventduring the 1991-1993 period, 48 during the 1992-1994 period, and 27 during the 1993-

“The insolvency data come from the NAIC Contact Person Reports. The reports comtain information
regarding single and multistate insolvencics brought to the attention of the NAIC by state regulators for 1990-
1995. The Reports contain information regarding the first public regulatory order involving a company. We
usc this year of the first public order as the year of “failurc.” Any formal state regulatory order including
restrictions on management, conscrvation, rehabilitation, or liquidation was treated for the purposes of this
paper as a “failure.” Almost all companies having a formal regulatory order entered against them are
eventually liquidated. Two companics that were classified as “under rehabilitation™ and were subscquently
suceessfully rehabilitated were removed from the sample. Several insolvent single-state companics were
eliminated from the sample because they did not file financial reports with the NAIC and thus do not appear
on the NAIC data tapes. These companies were likely excused by a state from filing an annual stateiment
because they had few assets and/or liabilitics, were undergoing liquidation, or were in the process of heing
sold. A final constraint on the sample of failed companies is due to the way the NAIC determined the sample
of compantes for which it would calculate risk-based capital. Of the approximately 1,800 companies that
filed statements with the NAIC, the NAIC calculated RBC for approximately 1,200. The excluded
companies are typically small single-state companies or small companies with exotic organizational forms
such as ‘Texas Lloyds or reciprocals.
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1995 period; and these insolvent companies were used in the analyses from the 1990, 1991, and 1992
base years, respectively. ™ In addition to the insolvent companies. our sample also includes 244 solvent
insurcrs for the 1990 analysis, 215 for the 1991 analysis, and 226 for the 1992 analysis.” Comparison
of our sample of solvent firms with industry-wide data reveals that our sample is representative of the
industry.
4. Results

Summary Statistics and Univariate Results

Summary statistics for the solvent and insalvent insurers in the 1990 sample arc presented in
Table 2. The table includes the variables employed in our analysis in Panel A as well as the individual
FAST ratios in Panel B. The results for the other two years are similar and hence are not shown. Tests
of differcnces between means reveal that the sofvent and insolvent insurers differ significantly across
several dimensions. Insolvent insurers are significantly smaller than solvent insurers, are significantly
less likely to be mutuals, and have significantly higher ratios of risk-based capital to actual surplus. The
ratio of predicted ending surplus from the cash flow model to initial surplus is significantly lower for
insolvent insurers than for solvent insurcrs, and the predicted failure year is significantly lower for
insolvent insurers than for solvent insurers. The overall FAST score, most of the FAST and consistent
FAST factors, and both cash flow factors differ significantly between the two sets of firms.

The univariate prediction results based on the risk-based capital formula and the cash tlow

"Therc is overlap between the three sample of insolvent insurers. For example, companies becoming
insolvent during 1993 were included in all three base year analyses.

“The solvent firm sample size differs by year due to our sampling approach. For each of the years 1990-
1992, we chose a random sample of 300 solvent insurers that had meaningful data in the NAIC data tapes,
c.g., companies that did not have negative or zero values for surplus, assets, ur premiums. Some of the 300
firms were dropped from the solvent firm sample in cach year because they were missing data needed as
mputs tor the cash flow simulation model and/or were missing RBC scores.
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simulation model are presented in Table 3. For the RBC analysis, the Type I error rates represent the
percentages of insolvent companies with RBC ratios (ratios of actual surplus to RBC) greater than the
RBC ratio for the solvent companies that produces the specified Type Il error rates. For the cash flow
analysis, the results are reported by scenario, with the scenario results grouped by the stringency of the
loss reserving scenario definition. Each scenario produces only one Type [-Type I error combination.

The RBC univariate results are consistent with those of CHK for 1990 and 1991, the two years
in which the present study and the CHK study overlap. The Type I error rates for these years are quite
high for the lower Type Il error rate levels. For example, at a 10 percent Type II error rate, the Type |
crror rates in 1990 are 70.5 percent and 54.76 percent, respectively. Thus, at a Type 11 error rate that
might be considered reasonable by solvent insurcrs, the RBC formula fails to detect the majority of
insolvencies. The RBC results are significantly better for the 1992 tests. In this case the Type I error
rate for the 10 percent Type 11 level drops to around 30 percent.

The cash flow simulation model does better than the RBC formula with the Type I error rate
roughly in the 10 percent range for 1990 and 1991 but has a higher Type I error rate in 1992 than the
RBC formula {this comparison is based on scenarios | and 6). With Type Il error rates in the 20 percent
range, the cash flow model again performs better than RBC in 1990 and 1991 but performs about the
same in 1992. Thus, the cash flow model is more accurate than RBC in 1990 and 1991, but the RBC
formula performs better in the 1992 tests.

Logistic Regression Results

The estimation strategy in the logistic regression analysis is to start with separate models that
include risk-based capital variables, the overall FAST score, FAST factors estimated from the 1993
FAST ratios, FAST factors based on the ratios that were used consistently throughout the sample period,

and cash flow simulation variables. We then analyze models that include combinations of variables
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from the five sources. All models include the small company and mutual firm dummy variables. Since
the results for many of the models are similar across all threc years, we present the results based on the
1990 sample in the tables and note any significant differences between the 1990 resuits and those for
1991 and 1992. The criteria for gauging the accuracy of models at this stage are the Type [ - Type 11
CrTor rate .U‘adcnfﬁs' and pseudo R* values. which indicate cxplanatory power. We report the results of
the ROC analysis in the next section.

The 1990 logistic models based on the solvency prediction methods considered separately are
presented in Table 4. The best-performing cash flow model is shown in the table, i.c., the model based
on factor analysis of the results of all seven scenarios.*® Not surprisingly. the models with look-ahead
bias, i.c., the models containing the overall FAST score and FAST factors based on the 1993 FAST
ratios, perform the best both in terms of the pseudo-R* and Type I - Type 1l crror tradeoffs, Among the
models that do not suffer from look-ahead bias, the model with the consistent FAST factors has the
highest pscuda-R?, but the model with the cash flow factors generally has the best Type 1 - Type Il crror
performance. The RBC models are the least accurate, confirming carlier findings that RBC does not
have much discriminatory power in predicting insotvencies.

The results presented in Tables 5 and 6 provide evidence on the predictive power of the RBC
system, the FAST system, and cash flow variables considered in combination with onc another. The
FAST variables considered in Table 5 are the overall FAST score and the factors based on the 1993
FAST ratios. Because the FAST variables in Table S all suffer from look-ahcad bias, this provides a

strong test of the robustness of the RBC and cash flow results.

*The model with the log of the predicted failure year as the cash flow variable performed almost as well
as the model using the cash flow factors. Although the predicted endingfeurrent surplus variable was
statistically significant, the model containing this cash flow variable did not perform quite as well as the
other two cash flow-based models.
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Nearly all of the RBC variables in Table 5 are statistically insignificant. Thus, RBC adds little
or no explanatory power to FAST. In contrast, all of the cash flow variables in the Table 5 maodels are
statistically significant, and the models containing the cash flow variables generally have better Type
I -Type I error performance than the models containing FAST and RBC variables but no cash flow
variables. Thus, cash flow analysis adds information to the NAIC’s static solvency prediction systems,
cven when these systems have been optimized based on ex post information.'” Table 5 also reveals that
the FAST factors have better explanatory power than the overall FAST score, suggesting that predictive
power can be lost by averaging or summing variables that are not perfectly correlated.

Table 6 is designed to provide evidence on the predictive power of RBC, FAST, and cash flow
variables when the look-ahead bias is not present. The NAIC variables used in this table consist of RBC
and factors based on the consistent FAST ratios. None of the RBC variables in Table 6 is statisticatly
significant, again confirming that RBC adds no predictive power to FAST. All of the cash flow
variables are statistically significant, and the models that contain cash flow variables generally have
superior Type 1-Type U error tradeoffs than models containing only the NAIC variables. This provides
further evidence that cash flow analysis has the potential to add power to the NAICs solvency prediction
models. ™
ROC Results

In this section, we investigate the benefits of adding variables based on the cash flow simulation

model to models based on the NAIC's solvency prediction systems by using the receiver operating

YThe 1992 results are similar. In 1991, the log of the predicted year to failure is statistically significant
and improves the Type 1 - Type Il error tradeoffs. However, the cash flow factors for 1991 are often
insignificant and produce only modest improvements in the Type I - Type I error tradeoffs.

*The conclusions based on 1992 data are similar. However, the cash flow variables do not perform quite
as well for 1991.
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characteristics (ROC) methodology discussed carlier. To do so, we jointly estimate the parameters of
ROC curves that pair cach of several solvency prediction models based only on NAIC variables with
corresponding models of two types: (1) Models containing the NAIC variables plus two cash flow
simulation variablex — the ratio of predicted ending to beginning surplus and the log of the predicted
time to failure, and (2) models containing the NAIC variables plus cash flow simulation factors. The
models including the factors are expected to perform better because they capture information from the
six non-bascline scenarios. The arca indexes are calculated for cach model and tested to determine
whether adding the cash flow variables/factors significantly improves the prediction resuits.

Tables 7 and 8 show the ROC results for the 1990-1992 samples. The results based on the cash
flow variables are shown in Table 7, and the results based on the cash flow factors are shown in Table
8. The first column in each table defines the NAIC solvency models that are employed. The first data
columa (column (1)) shows the estimated arca indices for the NAIC solvency models with the standard
crrors of the area indices given in parentheses below. Data column (2) displays the area indices and
standard errors for the models that contain the NAIC variables plus the cash flow variables. Column (3),
labeled “Correlation Al, A2, shows the estimated correlation between the area indices in columns (1)
and (2). Columns (4) and (5) show the results of the z-tests of the null hypothesis of equality between
the area indices in columns (1) and (2) and the one sided p-value, respectively. Column (6) presents the
correlations between the area indices for the NAIC sotvency models and for the models based on the
NAIC variables plus the cash flow factors, and columns (7) and (8) show the results of the z-tests
comparing the NAIC modecls to the cash flow factor models.

We focus first on the comparisons between the NAIC models and the models that add the cash
flow variables (Table 7). The majority of the z-tests for these comparisons (columns (4) and (5)) suggest

that adding the cash flow variables leads to a statistically significant increase in the explanatory power
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of the NAIC models. Of the 33 comparisons shown in this scction of the table, 13 are significant at the
5 percent level or better, and 20 are significant at the 10 percent level or better. The results are
noticeably better for 1990, where all comparisons show statistically significant gains from adding the
cash flow variables. The majority of comparisons for 1991 and 1992 are not statistically significant,
although the cash flow variables add significant explanatory power to the majority of models that do not
include the FAST score, as opposed to FAST factors.

The cash flow faciors (Table 8) add significant explanatory power at the five percent level or
better in 14 of 33 comparisons and at the ten percent level or better in 30 of 33 comparisons (see
columns (7) and (8)). Thus, there arc two overall conclusions from this analysis — (1) the cash flow
analysis adds significant explanatory power to models bascd on the NAIC regulatory variables, and (2)
models that usc the cash flow factors perform better than those using the cash flow variables. The
explanation for the latter result is that the cash flow factors incorporate information from the six non-
bascline scenarios, whereas the cash flow variables represent only the baseline case.

Another way to view the results of the ROC analysis is to plot the ROC curves for competing
models. Recall that the ROC curve is a plot of the probability of correct predictions of insolvent
companics, i.c., the complement of the Type 1 error rate (on the Y-axis), against the probability of
incorrectly classifying solvent companies, i.c., the Type II Error Rate (along the X-axis). Figure |
displays the estimated 1990 ROC curves for the models using the individual RBC components only, the
model containing both the individual RBC components plus the consistent FAST factors, and the model
containing the RBC components, the consistent FAST factors, and the two cash flow variables. The plot
shows that the model which performs with the least accuracy is the model containing only the individual
RBC components. When the consistent FAST factors are added, the estimated ROC curve moves further

into the northeast corner of the graph indicating that, for any given Type II error rate. this model
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discriminates better than the model based only on the individual RBC components. The ROC curve
furthest into the northwest corner adds the cash flow variables to the individual RBC components and
the consistent FAST factors. The curve based on the cash flow factors is somewhat better than that based
on the cash flow variables. The ROC curves for the other years lead to similar conclusions and thus are
not shown.
5. Summary and Conclusions

This paper analyzes three methods of predicting insolvencies in the U.S. property-liability
insurance industry - the NAIC's risk-based capital (RBC) system, the NAIC’s financial analysis and
surveillance tracking (FAST) system, and a cash flow simulation model developed by the authors. The
systems are tested individually and jointly to determine predictive performance.

The prediction methodology is logistic regression analysis. The dependent variable is equal to
I if a company becomes insolvent and equal to zero otherwise. The independent variables are drawn
from the three solvency prediction methodologies. To test the RBC system, the ratio of the company’s
overall risk-based capital to its surplus and the ratios of the five principal risk-based capital components
to surplus arc used alternatively as independent variables. To test the FAST system, we consider the
NAIC's overall FAST scare and the FAST ratios, where both the scores and the ratios are optimized to
accurately predict the insolvencies that occurred in 1993, To avoid the look-ahead bias inherent in the
1993 scores and ratios and hence to provide a true ex ante test of the FAST system, we also test the
subset of FAST ratios that were used consistently throughout our sample period. For cach variant of the
FAST ratios, we use factor analysis to compute orthogonal factors based on the ratios and use the
resulting factors as regressors. To test the cash flow maodel, we use the ratio of predicted surplus at the
end of a twenty-year simulation period to actual surplus at the start of the simulation period and the

predicted time to failure, both from the baseline (expected value) simulation, as well as factors estimated
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from the same two variables generated under all seven scenarios incorporated in the simulation model.

The tests are conducted using data from 1990, 1991, and 1992 to predict insolvencies over three
year prediction horizons, 1991-1993, 1992-1994, and 1993-1995, respectively. In conducting the tests,
we use all insolvent firms reported by the NAIC for which annual statement data are available as well
as a sample of more than 200 solvent firms for each base year.

The results support three principal conclusions: First, we confirm the findings of GHK (1995,
1998) and CHK (1995) that the risk-based capital ratio and its components provide very low explanatory
power in predicting insurer insolvencies. Second, we find that the FAST factors tend to dominatc the
risk-based capital variables. The explanatory power of the FAST models is considerably higher than that
of the RBC models, and the RBC variables tend to be insignificant when included in models jointly with
the FAST factors. Thus, RBC appears to add no information to the FAST system.

Third, the cash flow simulation variables add significant discriminatory power to the solvency
prediction models based on the RBC and FAST systems, cven in the presence of look-ahead bias in the
FAST variables. Thus, dynamic financial analysis appears to hold significant promise for providing
regulators with better predictions of insurer solvency. This conclusion is particularly strong in view of
the fact that additional sophistication could easily be incorporated into the cash flow model, such as
upward sloping yield curves and non-parallel yicld curve shifts. Cash flow simulation also has the
advantage of providing other information likely to be useful to regulators, such as the predicted time to

failure, that is not provided by any of the existing regulatory information systems.
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Appendix A
Cash Flow Scenario Definitions

Underwriting Risk

Underwriting risk is defined as the that risk the loss ratio on new business will be higher than
expected. The loss ratio applics to the eighteen months of new business assumed to be written
by the company after the closing date of the annual statement being analyzed. The baseline
scenario sets the expected loss ratio for cach line of business equal to 0.5 times the company’s
average loss ratio for the five years ending in the current statement year 0.5 times the industry
loss ratio during the same time period. The moderately and severely adverse scenarios assume
that the expected loss ratio is equal to the bascline ratio plus one-half and one standard deviation,
respectively. The standard deviation for a line of business is calculated over the same five-year
time period and is the weighted average of the company and industry’s standard deviations using
weights of 0.5. The model could be used with credibility weights that vary by company, with
farge companies given a higher weighting to their own loss ratio than smaller companies. The
usc of weights of 0.5 on company and industry experience again goes along with our strategy of
testing the model with minimal operator intcrvention in order to provide a strong test of the
accuracy of cash flow simulation. Experimenting with ditferent weights for underwriting risk and
more company-specific values for other parameters would be likely to yield to more accurate
results with the cash flow model.

Reserving Risk

Reserving risk is the risk that the loss reserves are less than the payments that eventually will be
necessary to satisfy the loss obligations of the company. The bascline scenario assumes the
company’s reserves are understated by a percentage equal to the weighted average of the
company’s adverse loss development percentage and the industry’s adverse loss development
percentage using data available from the annual statement, Schedule P - Part 2. (The weights are
cqual to 0.5.) If the company or industry over-reserved during the time period, the relevant
adverse reserve development percentages are sct equal to zero. The moderate and severely
adverse sccnarios assume the company’s loss reserves have been understated by the company
and industry weighted average adverse development plus one and two loss development standard
deviations, respectively.

Market Risk

Market risk is the risk that the company’s cquity portfolio will experience capital losses during
the simulation time period. The portfolio is stressed two ways. First, the simulation assumes that
the company suffers a capital loss during the first year of analysis and then realizes capital gains
in subscquent years cqual to the long-term (1926-1992) historical average capital gains rate as
reported by Ibottson Associates (1993). The bascline scenario assumes the first year capital
gains rate is equal to the historical average. The moderate and severely adverse scenarios assume
the year first capital gains rate is equal to the historical average minus one and two standard
deviations, respectively.  The standard deviations are the long-term (1926-1992) historical
standard deviations on large company stocks reported in [hbotson Associates (1993).
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The second way adverse experience is introduced is by modifying the dividend yield rate for the
first year and then returning the rate to the historical average level for subsequent years. The
bascline scenario sets the first year dividend yiceld rate cqual the long-term historical average.
The moderate and severely adverse scenarios assume the year one rate is cqual to the historical
average minus onc and two standard deviations, respectively. Again, these statistics are for large
company stocks over the period 1926-1992 (Ibbotson Associates, 1993).

Bond Default
Bond default risk arises as bond issuers may default on principal and interest payments on
outstanding issues. For each NAIC bond category 1-6, the baseline scenario reduces the
outstanding principal of the bond by the average bond mortality expericnce as reported by
Edward Altman (1992). The moderate and severely adverse scenarios incorporate bond mortality
loss rates equal to Altman’s averages plus one and two standard deviations, respectively,
computed from data in Altman (1992).

Credit Risk

Credit risk is the risk the company will not be able to collect on the full amount of receivables
owed to the company by agents and reinsurers. The baseline scenario assumes the insurer will
be unable to collect | percent of their accrued retrospective premiums and agents’ balances and
4 percent of their reinsurance recoverables. The moderate and severely adverse scenarios assume
these percentages will be 2 and 5 percent for the accrued retrospective premiums and agents’
balances, and 5 and 10 percent for the reinsurance recoverables, respectively. The credit risk
scenarios are judgmental as historical information regarding the credit risk of insurers is not
publicly available.

Interest Rate Risk
We incorporate interest rate risk in the cash flow model in two ways. First, a credit spread is
included in the interest rates used to estimate the market value of bond portfolio for the insurer.
The credit spread is judgmentally setat 100 basis points for each NAIC bond rating category, i.c.,
NAIC catcgory 1 bonds were given yield rates equal to the Treasury bond rate for the appropriate
maturity, category 2 bonds were given yieldrates equal to the Treasury rate plus 100 basis points,
etc. Second, we assume the risk-free rate of interest moves upward during the first two years of
analysis - 100 basis points after the first year and an additional 300 basis points after the second
year. The risk-free rate for years three through twenty remains 400 basis points above the year
one rate. The cash flow model includes seven different interest scenarios which are defined in
Appendix Table A.1. The credit spread and interest rate scenarios were selected judgmentally
by the authors of the cash flow model (J. David Cummins, Richard D. Phillips, Douglas Hodes,
and Sholom Feldblum) based on financial principles as well as experience of Hodes and
Feldblum with dynamic financial analysis models used in by insurers and actuarial consultants.
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Table A.1

Economic Scenarios Used in the Cash Flow Simulations

Assumptions
Scenario Underwriting Reserve Stock Market Bond Default  Credit Risk Interest Rate
1 Baseline Basehne Moderate Moderate Moderate R, Year 1=.01, Year 2=0.02, Years 3-20=0.05
2 Moderate Moderate Severe Severc Severe R; Year 1=.02, Year 2=0.03, Years 3-20=0.06
3 Severe Severe Severe Severe Severe R, Year 1=.03, Year 2=0.04, Years 3-20=0.07
4 Severe Moderate Moderate Severe Moderate R, Year 1=.04, Year 2=0.05. Years 3-20=0.08
5 Severe Moderate Severe Moderate Moderate R, Year 1=.05. Year 2=0.06, Years 3-20=0.09
6 Severe Baseline Severe Severe Moderate R, Year 1=.05. Year 2=0.06, Years 3-20=0.09
7 Baseline Scvere Severe Moderate Severe R, Year 1=07, Year 2=0.08. Years 3-20=0.11




Appendix B
Receiver Operating Characteristic (ROC) Analysis

The goal of recciver operating characteristic (ROC) analysis is to provide a statistical test of whether a
given model outperforms an alternative model in a binary prediction exercise (i.e., in catcgorizing
observations into two mutually exclusive groups) for various Type Il error rates. ROC analysis is usually
summarized graphically by plotting aROC curve in a two dimensional plane where the Type Il error rate
is plotted along the X-axis and the complement of the Type 1 error rate (1 minus the Type 1 error ratc)
is plotted along the Y-axis. In the standard analysis, the curve is assumed to have the same functional
form as that implied by two normal distributions. This assumption has the convenient property that ROC
curves plotted on normal deviate axes arc transformed into straight lincs. Thus, determining the slope.,
b, and y-intercept, a, of a transformed ROC curve will completely describe the relative difference
between the parameters of the two underlying normal distributions.

In our analysis, we assume that two alternative models, X and Y, will yicld unique ROC curves. The
goal is to estimate the parameters a and b for each model. To accomplish this we adopt the maximum
likelihood technique developed by Metz, Wang, and Kronman (1984).' Formally, let there be two
decision variables, X and Y, that arise from two bivariate normal joint probability distributions.” For
our purposes we want to compare the predictive ability of two different logistic regression madels, X
and Y. For a given basc-year, cach model produces a probability of insolvency for each insurer in our
sample. Define f(x,ylinsolvent) to be the joint probability density function of insolvency for a firm that
eventually becomes insolvent over the three year prediction horizon, and f(x.y Isolvent) to be the joint
probability density function for a firm that remains solvent. Next, define a set of cutoffs t and u; such
that

(i) if x < 1, then the response is i=1; y < u,, then the response is j=1

(ii) if x > t, the response is i=n+1; y > u, the response is j=n+1; and

(i) ift <x<t,,theresponse isiforalli<n u <y<u,, the response is j for all j < ;'
where x and y represent the fitted values x' and ¥', respectively, from two estimated logistic models

'We used a program called CORROC2 written by Dr. Charles Metz at the University of Chicago School
of Medicine to conduct the maximum likelihood estimation. The software can be downloaded via
anonymous FTP by accessing ftp://random. bsd.uchicago.cdu,

“That is, the variable X, for cxample, arises from one of two normal probability densities, f(x|n) or f(x|s),
where n stands for “noisc only” and s for “signal present.” In terms of our analysis, “noise only” can be
taken to refer to solvent firms and “signal present” to refer to insolvent firms.

‘In our analysis we chosc to employ 11 responsc categorics based on cutoffs at 0.025, 0.05, 0.10, 0.20,
0.30, 0.40., 0.50, 0.60, 0.70, 0.80. Metz, Wang, and Kronman (1984) suggest using as many cutoffs as
possible to provide the most information about the distribution of predictions. Eleven was the maximum
number of different response categories allowable under the CORROC2 program. In addition, they suggest
using more finely aggregated cutoffs where large numbers of obscrvations arc found. Given the large number
of solvent companies in our sample relative to the number of insolvents, we choose to create a larger number
of response categories at the lower probabilities of predicted insolvency than at the higher probabilitics.
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following the general specification of equation (10).

Thus, for each insolvent observation in the sample, the probability of a pair of ratings. i and §, from cach
compceting modcl will equal

,)'J F(I!‘“_;‘rm\) ! F(ll—l‘“Jfl'rm\) - F(lwl'uj‘r[m) - F(,r‘ujfl‘rm\) (Al)
where
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where F(x.y.r) = a bivariate standard normal probability distribution function and f(x,y r)= a bivariatc
standard normal density function, both evaluated at x and y with correlation coefficient r; and r,,, is the
correlation coefficient of the probability of insolvency between two models for the sample of insolvent
companies.

Similarly, for each solvent firm in the sample, the probability of a pair of ratings 1 and j from the two
models will equal

n F(b 1, fa‘,bruj ma,ry) v Flbd, - al.b‘ u,_ -a

i) rwl)

oA,
(Ad)
- Fby, ~ax,b}ujfa‘,r‘\‘”,) - F(b,1, -ax.bvukI *av,rm,)

¥

where r, is the correlation coefficient of the probability of insolvency between two models for the
sample of solvent companies.® Given these definitions, the likelihood function to be maximized with
respectto a,.a, b, b, r,andr, is

ins? ol?

*Without loss of generality, the mean of the joint “'signal present” distribution of X and Y is set to (0,0)
and the marginal standard deviations of this distribution are sct equal to 1. The transformations of t, and u,
in equation (A.4) then convert the “noisc only” variates to standard normal variates. Before the
transformations, the marginal distributions of these variates had means (a,/b,) and (a,/b,), respectively, and
and standard deviations (1/b,) and (1/b,). Thus, as explained above, the a parameters represent the
differences between the means of the marginal “signal present” and “noise only” distributions.
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where n,/"* (n,*)is the number of insolvent (solvent) observations to have the pair of ratings from the
two models equal to i and j.

Once the paramcters of the ROC curves have been estimated, a uscful statistic that summarizes the
accuracy of a particular model involves calculating the area below the ROC curve. This statistic, known
as the area index, is denoted A, where the subscript represents the particular model (ie., X or Y) being
summarized. The area index is related to the estimated parameters of the ROC curve for a particular
model Z by the expression

aZ
A, o — (A.6)

yI bf

where @») is the commutative normal distribution function. A model that perfectly discriminates
hetween the insolvent and solvent companies will have an area index cqual to 1.0 and a model with no
discriminatory power will result in an area index of 0.50. Using the results of the maximum likelihood
estimation, we test the null hypothesis of equal arcas under the two estimated ROC by calculating

where SE? is the standard crror for A, and r is the correlation cocfficient between A, and A,, and the

AX - AV
(A7)

JSE! + SE] - 2rSE,SE,

statistic z is distributed as a standard normal variate. The null hypothesis is rejected for large values of
the test statistic z.
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Table 1
Pro-forma Cash Flow Statement
For A Property-Liability insurer

Industry-Wide

Cash Flow Total (1995)
Cash inflows:

Premiums 255,655

Investmeni income 37,561

Other inflows 1,045
Cash Outflows:

Loss payments 189,496

Underwriting expense payments 66,718

Policyholder dividend payments 3,512

Federal tax payments 4,202
Net Cash Flow: 30,333

Source: Best's Aggregates and Averages: 1996 Edition.
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Table 2

1990 Summary Statistics: Solvent vs. Insolvent insurers

Panel A: Variables Used in Analysis

Solvent Insolvent
Mean Standard Mean Standard  Test Statistic:
Label Mool Deviation s Deviation P Hing
Log{Assets) 17.799 1.771 16.844 1.104 4745
Small Company Durmmy Variable 0.648 0479 0.908 0.291 4.891
Year of Actual insolvency 0.000 0.000 92.182 0.582 -
Investment RBC Charge over PH Surplus 0084 0.128 0.149 0232 1.548
Credit RBG Charge over PH Surplus 0.068 0.141 0.189 0.221 3475
Loss RBC Charge over PH Surplus 0.326 0672 0.384 0.438 0.735
Wiritten Premium RBC Charge over PH Surplus 0.334 0.488 0.594 0.423 3659
Growth RBC Charge over PH Surplus 0.049 0203 08.120 0.216 2.026
Mutuat Organizational Form Dummy 0.242 0.429 0.091 0.291 2917
Total RBC over PH Surplus 0.229 0377 0.352 0.266 2641
Percent of Companies with RBC Ratio < 2 3.69% 18.89% 15.91% 37.00% 2.141
Overall Fast Score 386.066 236 401 758.182 399.878 5.987
Fast Factor 1 -0.148 0.542 0.823 2049 3124
Fast Factor 2 -0.055 0.999 0.303 0.961 2.262
Fast Factor 3 -0.047 0915 0.262 1.363 1.449
Fast Factor 4 0.046 1.038 0252 0717 2.346
Fast Factor § -0.033 1.047 0.184 0.665 1.799
Fast Faclor 6 -0.046 0.907 0.252 1394 1.366
Consistent Fast Factor 1 -0.119 0.640 0.662 1.958 2623
Consistent Fast Factor 2 -0.100 0826 0.553 1568 2698
Consistent Fast Factor 3 -0.036 0.993 0197 1.028 1.387
Consistent Fast Factor 4 -0.022 0.999 0.123 101 0.878
Consistent Fast Factor 5 -0.059 0.987 0327 1018 2329
Predicted Ending Surplus over Current PH Surplus 77N 7.498 2.312 8176 4,096
Predicted Year of Failure 4,116.62 6,307 .61 1,006 98 1.841.89 6.345
Log(Predicted Year of Failure) 7.327 1972 4.237 2.935 6.716
Cash Flow Factor 1 0.143 0.953 -0.793 0.887 6372
Cash Flow Facter 2 0.126 0893 -0.699 1.256 4.168
Panel 8. Individual FAST Ratios and Total Fast Score
Solvent Insolvent
Mean Standard Mean Standard Test Statistic:
Label Heot Deviation Hins Deviation Pat=Hins
investments in Affliliates to Surplus Ratio 0.151 0.250 0.314 0.544 1.943
Receivables from to Surplus Ratio” 0.049 0.154 0.109 0.259 1.489
Federal income Tax Receivables and Write-ins to Surplus Ratio* 0.048 0.161 0.096 0.191 1.583
Non Investment Grade Bond Exposure {Class 3-8) to Surplus Ratio* 0.047 0.130 0.104 0.407 0.914
Other tnvested Assets to Surplus Ratio” 0.079 0.187 0.384 0.819 2.453
Change in Liquid Assets” 0642 2947 -0.126 1.135 3.014
Change in Agents' Balances® 0.141 1.784 0124 1.193 0.077
Direct and Assumed Premiums to Surplus Ratic* 2.977 3.520 4.572 3.830 2573
Net Premiums Wiritten to Surplus Ratio* 1.570 1.168 2.569 1.634 3877
Change in Gross Premiums Written® Q522 4.329 0440 2.355 0.182
Change in Nat Premiums Written® 0.750 6715 -2.057 15.240 1.201
Surplus Aid to Surplus Ratio® 0.105 0.227 0.498 0742 3.488
Rensurance Recovered on Paid Losses to PHS Ratio® 0.044 0.104 0.176 0220 3.931
Reinsurance Recovered on Unpaid Losess to PHS Ratio* 0.309 ¢.837 0.757 1.058 2661
Reserves to Surplus Ratio® 1.472 1.440 1.948 2.045 1.480
Net Premiums written in Long Tailed Lines to Net Premiums Wiritten® 0.723 0.250 0.778 0.188 1.677
Two Year incurred Loss & LAE Development Lagged 0.225 0.419 0.364 0.487 1770
Two Year Incurred Loss & LAE Developmant (Lagged 2x) 0.020 0.142 0.045 0.211 0.756
Two Year Reserve Development to Surplus Ratio -6.400 87 637 35.011 88.654 2.926
Cash Flow From Operations to Premiums Collected Ratio” 0784 0.426 1.029 0.3%0 3.769
Previous Year's Cash Flow from Operations Ratio® 0654 1317 1.278 3.036 1.341
Change in Policy Helders’ Surplus 0.095 0.489 -0.032 0.242 2.646
Previous Year's Change in Policy Holders' Surplus® 0.091 0.339 0.094 0.551 0.033
Investrment Income to Totai Invested Assets Ratio 0.075 0.022 0.069 0.033 1.178
Change in Combined Ratio* 0.620 45 951 86.852 508.798 1.123
Gross Expenses and Commissions to Gross Prems Written Ratio 0.284 0.130 0.335 0.101 2942
Change in Gross Expenses and Commissions 0.381 10.629 0.373 1.452 0.011
Two year Development to PHS Lagged from S year Historical Data Page 0015 0.332 5.915 35574 1.100
Two year Development to PHS Lagged 2x from 5 year Historical Data Page 0.032 0.673 0.211 0.459 2198
Dummy Var = 1 if Statements on Gen'l Interrogatory Line 30a are both 'Yes' 0.0186 0.127 0.091 0.291 1.671
Dummy Var = 1 if Statements on Gen'l Interrogatory Line 30b are both 'Yes' 0.025 0.155 0.023 0.151 0.075

Note; 244 Solvent Companies, 44 Insclvent Companies
* - Consistent Fast Ratio
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Table 3

Univariate Prediction Results:
Risk-Based Capital versus Cash Flow Simulation

Risk Based Capital

1990 1991 1992

Type | Type | Type |

Type Hl Error Error Error
5% 84.09% 66.67% 48.15%
10% 70.45% 54.76% 2963%
15% 61.36% 3571% 25.93%
20% 5227% 33.33% 18.52%
25% 43.18% 28.57% 14.81%
30% 34.09% 26.19% 11.11%

Cash Flow Simulation Model

Baseline Reserving Risk Scenarios
1990 Error Rates 1991 Error Rates

1992 Error Rates

Type ll Type | Type ll Type | Type Il Typel
Scenario 1 B61% 4545% 7.18% 4524% 752% 51.85%
Scenario 6 11.07% 47.73% 9.57% 4524% 7.08% 44.44%

Moderately Adverse Reserving Risk Scenarios
1990 Error Rates 1991 Error Rates

1992 Error Rates

Type li Type | Type Il Type | Type |l Type |
Scenario 2 2254% 27.27% 20.10% 2857% 17.70% 25.93%
Scenario 4 22.54% 27.27% 2057% 3095% 17.26% 25.93%

Severely Adverse Reserving Risk Scenarios
1990 Error Rates 1991 Error Rates

1992 Error Rates

Typell  Typel Type Il Type | Typeli  Typel
Scenario 3 41.80% 1818% 37.80% 1667% 39.82% 18.52%
Scenario 5 41.80% 18.18% 36.36% 16.67% 3894% 1852%
Scenario 7 40.98% 18.18% 38.28% 16.67% 3850% 18.52%
Table Notes

1990 ermoar rates are for the prediction horizon 1991-1993, 1991 eror rates are for the prediction
horizon 1992-1994; and 1992 error rates are for the prediction horizon 1993-1995,

Insolvent sample size: 44 in 1990, 48 in 1991; 27 in 1992.
Solvent sample size: 244 in 1990; 215in 1991, 226 in 1932

Cash Flow Type | Error Rate - percentage of insoivent companies incorrectly predicted to remain

solvent.

Cash Flow Type |l Error Rate - percentage of solvent companies incorectly predicted to

become insolvent

Risk Based Capital Error Rates - Type | eror rate s percentage of insolvent firms with RBC
ratios ess than the RBC ratio for solvent companies that produces the specified Type |l error rate
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Table 4

Logistic Regression Results: 1990 Sample
RBC vs. FAST vs. Consistent FAST vs. Cash Flow Variables Tested Separatel:

Consistent
Individual Fast Fast Fast Cash Flow
Varlabie Total RBC RBC Score  Factors  Factors Factors
Intercept -3.395 -4.419 -5.101 -4.176 -3.628 -2.878
-(5.85) -5 7.04) (581 ~5.95) -(5.25)
Small Company Dummy Variable 2.006 2512 1.814 2.840 2244 0.945
(3.46) (3.52) (3.01) (3.88) (3.53) 161
Mutual Organizational Form Dummy -1.536 -1.568 -1.206 -1.535 -1.287 -0.327
«(2.55) -(2.55) +(2.00) +(2.49) -(2.21) -(0.54)
Total RBC over PH Surplus 1.088
(2.94)
Investment RBC Charge over PH Surplus 3.070
(1.84)
Credit RBC Charge over PH Surplus 3524
(3.38)
{oss RBC Charge over PH Surplus 0111
-(0.27)
Wiritten Premiurmn RBC Charge over PH Surplus 0.656
(2.03)
Growth RBC Charge over PH Surplus -0.406
-(0.35)
Fast Score 0.0039
(5.92)
Fast Factor 1 1.290
{4.42)
Fast Factor 2 0.515
(2.49)
Fast Factor 3 0.259
(1.81)
Fast Factor 4 -0.689
-(2.28)
Fast Factor 5 0.796
(1.89)
Fast Factor 6 0.296
@11
Consistent Fast Factor 1 0713
(3.56)
Consistent Fast Factor 2 0.538
(3.02)
Consistent Fast Factor 3 0.447
(1.78)
Consistent Fast Factor 4 0.387
(1.84)
Consistent Fast Factor 5 0721
(321
Cash Flow Factor 1 -0.837
~(4.28)
Cash Flow Factor 2 -0.591
-(3.10)
Log Likelihood Function Value -108.78 -98.88 -89.35 -83.18 -80.269 -94.675
Psuedo R2 11.6% 19.7% 27.4% 32.4% 26.7% 23.1%
Type | Error Rates
5 Percent Type |l Error Rate 89% 68% 52% 64% 66% 55%
10 Percent Type Il Error Rate 66% 52% 45% 6% 57% 48%
15 Percent Type il Error Rate 50% 48% 39% 2% 41% 41%
20 Percent Type || Error Rate 39% 39% 34% 27% 36% 36%
25 Percent Type |l Error Rate 27% 30% 25% 25% 30% 27%
30 Percent Type 1l Error Rate 25% 25% 23% 14% 30% 27%
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Table §
1990 Logistic Regression Results: Combining RBC, Ex Post FAST Variables, and Cash Flow Variables

Variable Model 1 Model2 Model3 Model4 Model5 Model6 Model7 Model8 Model § Model 10 Model 11 Model 12
Intercept -5.153 -2.494 4632 -5372 -2.566 -4 879 -4.255 -1168 -3733 -3612 -0.853 -3.357
(698 (283 -(626) (6 48) -4 (577 (554 (115 (500 (401 {080 391
Small Company Dummy Variable 1.850 1.083 1.111 1.974 1.207 1.359 2.849 1.804 1.834 2.425 1.497 1.595
(303 a7 (7 @79 (167 (187 389 (254 253 (313 (197 (208
Mutual Organizational Form Dummy -1.241 -0.489 -0.446 -1.346 -0.664 -0588 -1.627 -0.847 -0.744 -1520 -0.961 -0.882
203 072 (068 (208 -(Go4) (083 -(248) 1y -1 08 (235 4135 122
Total RBC over PH Surplus 0.286 -0.155 0.227 0.291 -0.974 -0.137
(0 46) 020 ©32 ©32 ©7% ©11
Investment RBC Charge over PH Surplus -0.368 0.750 1.167 -4.710 -3.543 -2.874
G20 038 059 -(193) -1 a4 (120
Credit RBC Charge over PH Surplus 0.325 0.565 0.804 -0.827 -0 957 -0.551
©24 ©39 054 033 -(038) (023
Loss RBC Charge over PH Surplus 0.251 -0.179 0.124 -0.042 -0.539 -0.291
€59 -(036 023 lakay] 077 {039
Whitten Premium RBC Charge over PH Surplus 0.418 0.354 0.395 0.479 0.370 0.449
130 04 w1 (131 09 SRk
Growth RBC Charge over PH Surplus -0.855 -1.161 -1.093 0.456 0237 -0.020
072 (092 -(0.87) 031} 016) -@o1n
Fast Score 0.004 0.003 0.003 0.004 0.003 0.003
654 458 (419 (420 (320 (282
Fast Factor 1 1.263 1.333 1.300 1813 1.782 1.666
41§ (398 (365 (300 (289 (279
Fast Factor 2 0.481 0.504 0473 0573 0585 0.549
221 (203 (18n {239 (2.29 214
Fast Factor 3 0258 0254 0.194 0.282 0.278 0.222
(e e (128 (194 (174 (142
Fast Factor 4 -0.686 -0.566 -0.529 -0.921 0679 -0629
227 179 a7 (258 (190 179
Fast Factor 5 0.828 0692 0.798 1.170 0.942 1.030
(200 (152 (175 (243 {189 209
Fast Factor 6 0.289 0.338 0.345 0.308 0.368 0372
(2.04) @23 229 209 238 239
Log(Predicted Year of Failure) -0.304 -0.313 -0.334 -0.316
(381 (37§ (389 (382
Cash Flow Factor 1 -0532 -0.535 -0.514 -0491
(224 223 199 (189
Cash Flow Factor 2 -0.560 -0.593 -0.683 -0636
(282 279 284 269
Log Likelihood Function Value 89262 82117 -B2413 -88365 -81.264 81451 83136 -75 514 -75.032 -80206 -73705 -73.557
Psuedo R2 275% 33.3% 33.1% 28.2% 34.0% 33.8% 32.5% 38.7% 38.1% 34.9% 40.1% 40.3%
Type | Error Rate
5 Percert Type il Error Rate 52% 55% 59% 55% 55% 61% 61% 52% 57% 73% 66% 70%
10 Percent Type il Emor Rate 45% 41% 41% 48% 45% 48% 36% 32% 27% 50% 36% 39%
15 Percent Type It Error Rate 41% 36% 34% 39% 36% 30% 32% 25% 23% 34% 23% 25%
20 Percent Type Il Ermror Rate 34% 23% 23% 36% 27% 25% 27% 20% 20% 23% 20% 20%
25 Percent Type |l Error Rate 25% 18% 20% 30% 23% 23% 25% 18% 20% 16% 18% 20%

30 Percent Type |l Eror Rate 25% 18% 18% 25% 20% 20% 14% 18% 18% 14% 16% 18%
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Table €
1990 Logistic Regression Results: Combining RBC and Consistent FAST with Cash Flow Variables

Variable Model1 Model 2 Model3 Model4 Model§ Model 6 Model7  Model 8
Intercept 3634 2791 0874 -3187 3975 3045 1340 -3.905
(5 61) -(3.74) -(0 94) (5 02) -(4.46) -(3 40) -(1.28) -(4 28)
Small Company Dummy Variable 2245 1.864 1.340 1332 2367 1854 1576 1856
(352) (301) (2.08) (208) (329) (267) (219) (2.27)
Mutual Organizational Form Dummy -1288 0893 0638 05186 <1374 .0938 0.750 -0.630
+2.20) {1.49) -{1 00) -{0 80) <221 -(1.46) «(113) -{0 93)
Total RBC over PH Surplus 0023 -1.136 -0.686 -0.218
003) -(0.96) -{0.60) (0 20)
Investment RBC Charge over PH Surplus 0723 3.188 1.717 2093
(038) (155) 087 (102
Credit RBC Charge over PH Surplus 1.849 3289 2547 3236
(0.69) " 15) (094) (117
Loss RBC Charge over PH Surplus -0.391 -1.658 0738 -0.548
-{0.46) -2.22) -0 91) -{0 55)
Written Premium RBC Charge over PH Surplus 0434 0.306 0.268 0.363
(115) (073 (060) (085)
Growth RBC Charge over PH Surplus 0722 0422 1237 1308
(050 <027 0.81) (087
Consistent Fast Factor 1 0711 0.900 0729 0670 0.567 0605 0520
(327 (3.33) (282 250) (1.93) (179) (157) (127
Consistent Fast Factor 2 0537 0.621 0.441 0.429 0213 0.166 0.099 0.010
(297 (3.07) (221) 216 (085) (0.42) (026) (0.63)
Consistent Fast Factor 3 0.447 0.342 0235 0.281 0.506 0331 0303 0.350
(1.78) (121 (081) 0.97 (1949 (117 (102 (119)
Consistent Fast Factor 4 0.386 0.479 0.286 0.326 0.520 0751 0.431 0.468
(174 (1.85) (114 {136) [SRes} (242) (139) (1.42)
Consistent Fast Factor S 0721 0.700 0.646 0599 0653 0537 0524 0.467
(321 (3.05) @72 (250) (278) (227 210 (1.86)
Predicted Ending Surplus over Current PH Surplus -0.079 0120
~{2.84) -3 49)
Log(Predicted Year of Failure) -0.313 -0.326
-{3.78) 387}
Cash Flow Factor 1 -0.556 -0.566
-(2.29) -2.23)
Cash Flow Factor 2 -0.558 -0631
-(2.58) -{270)
Log Likelihood Function Vaiue -90.269 86.113 83121 82944 89401 82995 -81.894 -81.430
Psuedo R2 267% 30.1%  325% 326% 274% 326% 335% 33.9%
Type | Error Rate
S Percent Type Il Error Rate 66% 58% 50% 57% 73% 66% 57% 57%
10 Percent Type Il Error Rate 59% 43% 41% 41% 64% 41% 41% 45%
15 Percent Type Il Error Rate 41% 41% 36% 30% 45% 36% 38% 30%
20 Percent Type i Error Rate 36% 32% 4% 2% 0% % 4% 30%
25 Percent Type Il Error Rate 30% 32% 30% 27% 30% 30% 30% 30%

30 Percent Type |i Error Rate 30% 30% 27% 27% 27% 30% 30% 30%




Table 7
ROC Results for Models with and without Two Cash Flow Variables

Cash Flow Variables:

Area Index after
Adding Cash Flow Correlation Ztest One sided

Areaindex: A Variables: Ay Au A, Hy: A A;  p-value
1990 Resuits — (1) 2) (3) 4 (51
RBC 0.7520 0.8107 06224 1.804 3.56%
{0 039) {0 035)
individual RBC 07953 08376 0.8534 22227 1.31%
{0.036) (0033)
Fast Score 0.8180 0.8523 0.8745 1.8102 351%
(0038) ©033)
Ex Post Fast Factors 08462 08718 0.8823 1.5902 $.59%
{0 034) (0 031)
Consistent Fast Factors 08381 08667 08542 16067 541%
{0.033) {0 030)
RBC+Fast Score 08216 0.85851 0.8662 18216 3.43%
{©037) (0032
Individuai RBC+Fast Score 08294 0.8581 038750 1598 5.50%
(0 037) (0 032)
RBC+Ex Post Fast Factors 0.8480 0.8824 0.8749 20294 2.12%
(0 034) (0 029)
Indlvidual RBC+Ex Post Fast Factors 0.8620 0.8933 08814 2056 1.99%
0032) (0.028)
RBC+Consistent Fast Factors 08389 0.8680 Q.8709 18132 3.49%
{0 033) (0 029)
Individual RBC+Conslstent Fast Factors 08368 08708 08921 22795 1.13%
{0033 {0 029) o
1991 Results .
RBC 07910 0.8315 0.7898 1.644 501%
(0.040) {0.035)
Individual RBC 0.8028 0.8430 08517 1.835 333%
(0 042) (0 036)
Fast Score 0.838% 0.8520 09341 0.9381 17.41%
(0 039) (0 037)
Ex Post Fast Factors 0.8374 0.8512 09210 09637 16 76%
(0 037) (0 035)
Consistent Fast Factors 07584 0.7984 0.8701 1.8383 3.30%
(0 044) (0 040)
RBC+Fast Score 0.8529 0.8538 08503 0.0806 46.79%
(0.035) 0.038)
individual RBC+Fast Score 08473 0.8527 09528 04809 31.53%
{0.037) {0 036)
RBC+Ex Post Fast Factors 0.8691 08624 0.9563 -0.64 73.89%
(0 033) (0 036)
Individual RBC+Ex Post Fast Factors 0.8668 0.8591 0.9558 -0.6685  7481%
(0.035) (0038)
RBC+Consistent Fast Factors 07741 0.8061 09170 1.8681 3.08%
{0 043) (0 040)
Individual RBC+Consistent Fast Factors 0.7804 0.8001 09162 11457 12 60%
(0043) (0 041) e .
1992 Resuits . -
RBC 0.7928 0.8461 0.2615 10572 14.52%
{0 045) (0.037}
Individual RBC 08133 0.8605 0.6816 1.2859 9.92%
(0 049) © 041)
Fast Score 09186 0.9304 09302 1.2646 10.30%
(0 025) (0 023)
Ex Post Fast Factors 08392 0.8889 0.7806 17717 3.82%
(0 045) (0 032)
Conslistent Fast Factors 08233 0.8589 08570 13955 8.14%
(0 050) (0 042)
RBC+Fast Score 09233 0.9365 0.8923 1.197 11.57%
(0 024) (0 020)
Individual RBC+Fast Score 0.9300 0.9424 0.8738 1.0433 14.84%
(0.024) (0.023)
RBC+Ex Post Fast Factors 0.8391 0.8911 07770 18312 3.35%
(0 045) {0.031)
Individual RBC+Ex Post Fast Factors 0.9058 09344 0.8264 1.6145 5.32%
0.031) {0022
RBC+Consistent Fast Factors 08311 0.8668 0 7883 12498 10.57%
{0 045) 10 042)
individual RBC+Consistent Fast Factors 0.8701 08797 0.8538 0.4155 33 89%
{0041 (0 044)
Note' Results generaled using CORROC? wnitlen by Dr. Charles Metz, Univerisity of Chicage
8110rS (ep in p

Cash flow variabies included: predicted ending surplus to begining surpius ratio and log(predicted lime to fallure)
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Table 8
ROC Results for Modeis with and without Cash Flow Factors

Area Index after
Area Index - Adding Cash Flow Correlation Z test One sided

Ay Factors - A, Ay Ay Hy: AL A, p-value
1990 Results
RBC 0.7502 0.8284 0.4858 20837 195%
(004%) (0.033)
individual RBC 0.7980 0.8537 077885 24717 087%
{0 036) (0 030)
Fast Score 08252 0.8693 0.8507 2.2281 1.29%
(0 037) (0 029)
Ex Post Fast Factors 08482 0.874% 0.8761 1.5843 S.66%
(0 034) (0 030}
Consistent Fast Factors 0.8399 0.8622 0.8607 1.3025 2.64%
(0.033} {0.031)
RBC+Fast Score 0.8263 0.8656 0.8645 2.0954 1.81%
{0037 {0 030)
Individual RBC+Fast Score 0.8303 0.8592 0.8827 1.6434 502%
(0.037) (0.032)
RBC+Ex Post Fast Factors 0.8503 0.8757 0.8828 1.5905 559%
(0 034) (0 030}
Individual RBC+Ex Post Fast Factors 0.8630 0.8842 0.876% 1.3765 B.A3%
0.032) (0.029)
RBC+Consistent Fast Factors 0.8391 0.8635 0.8666 1.4464 7.40%
{0 034) ©031)
Individual RBC+Consistent Fast Factors 0.8380 0.8687 0.8721 1.8729 3.05%
{0 034) (0029)
1991 Results
RBC 0.795% 0.8140 0.9429 1.3104 9.50%
{0 041} (0 036}
Individual RBC 0.8141 0.8336 09467 1.4702 7.08%
(0.041) (0037)
Fast Score 08377 0.8650 0.9628 2394 0.83%
(Q 041) (0.038)
Ex Post Fast Factars 0.8386 0.8655 09536 2.2498 122%
(0.038) {0.034)
Consistent Fast Factors 07673 08016 0.5488 2.5008 062%
(C 043) 0 039)
RBC+Fast Score 08489 03623 09749 15188 6.44%
(0.039) 0.037)
Individual RBC+Fast Score 0.8473 0.8695 0.8660 2.1326 165%
(0 038} (0 035)
RBC+Ex Post Fast Factors 0.8729 08758 0.8707 03417 3663%
0.035) {0.035}
individual RBC+Ex Post Fast Factors 0.8683 0.8651 0.9782 0.4118 34.03%
(0.036) 0037)
RBC+Conslstent Fast Factors 0.7770 0.8050 0.9683 2.4599 0.69%
(0 044) (0 039)
Individual RBC+Cansistent Fast Factors Q.7820 0.7906 0.89676 0.7892 21 50%
(0.043) {0.041)
1992 Resulits
RBC 0.7467 0.8616 0.2597 2.1139 1.73%
0053 0032)
Individuat RBC Q8156 08810 0.6826 1.7353 4.13%
(0.052) (0 037)
Fast Score 0.9215 0.9366 0.9203 1.5885 561%
(0 024) 0.022)
Ex Post Fast Factors 0.8385 0.8902 0.8029 1.799 3.60%
{Coa8) {0 039)
Cansistent Fast Factors 0.8304 08738 0.7835 1.3855 8.29%
{0 049} (0048)
RBC+Fast Score 0.9240 09433 0.8700 1.5354 6.23%
(0 025; (0 021)
Individual RBC+Fast Score 0.9328 0.9502 0.8261 1.3484 8.86%
(0.024) {0020}
RBC+Ex Post Fast Factors 0.83%0 0.8907 0.7992 1.799 3.60%
{0 048) (0.039)
individual RBC+Ex Post Fast Factors 0.9070 0.8383 0.8294 1.6266 5.19%
{0.033} 0023
RBC+Consistent Fast Factors 0.8314 0.8789 0.7763 1.5245 6.37%
(0.048] 0 045)
Individual RBC+Consistent Fast Factors 0.8662 0.9007 0.8548 1.4242 7.72%
(0.046) (0 044)

Nole: Results generated using CORROC2 written by Dr. Charles Metz, Univerisity of Chicago
Standard errors reported in parentheses
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Figure 1: 1990 Receiver Operator Characteristic Curves
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