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Where Is the Level of the Mortality Plateau?

Roland Rau Marcus Ebeling Frederik Peters

Christina Bohk-Ewald Trifon I. Missov

University of Rostock & Max Planck Institute for Demographic Research∗

Using data from the ”International Database on Longevity”, Gampe (2010) found a 

plateau of mortality — which is implied in a logistic model — at ages 110 and above. In 

her study, Gampe pursued a nonparametric approach. Hence this plateau was not the 

consequence of forcing a certain parametric shape of the mortality trajectory. Gampe esti-

mated a level of the force of mortality of about µ110+ = 0.7, corresponding to a probability 

of dying of approximately 0.5. Gampe’s results strengthened the initial findings that were 

reported at the “Living to 100” conference in 2005 (Robine et al., 2005).

Our research question can be expressed simply as: Can we find support for this upper 

limit of the force of mortality of 0.7, i.e. the chance to survive another year is approxi-

mately the chance of tossing a fair coin?

1 Introduction

Few empirical findings a re a s regular a s t he e xponential i ncrease i n m ortality a t adult 

ages. From one age to the next, mortality rises with a constant rate of slightly more than

∗Corresponding author: Roland Rau. University of Rostock, Chair of Demography, Ulmenstr. 69, 18057 

Rostock, Germany. Email: roland.rau@uni-rostock.de
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10 percent. This log-linear increase in the force of mortality, µ(x), is well approximated by

Benajmin Gompertz’s “law” for the force of mortality, µ(x) = aebx with age x, intercept

a and slope parameter b. Most researchers agree that the rate of change decreases after

about age 80 or 85, a phenomenon commonly called “mortality deceleration” (e.g., Ho-

riuchi and Wilmoth, 1998). As usual when analyzing differences in aggregate measures

over time, age, region or any other dimension, there are three possible strains of explana-

tion (Vaupel and Canudas-Romo, 2002). The first among them is problematic data. It is

well known that registration of death counts is more precise than the estimates for popu-

lations at very high ages, the latter often being inflated. With the same number of events

in the numerator but with a larger denominator, age-specific mortality tends to be artifi-

cially low. Alternatively, there could be an actual decrease in the rate of aging, potentially

caused by a slowing down of metabolic process on the individual level (e.g. Ukraintseva

and Yashin, 2001).

However, it is selective mortality that is most often referred to when mortality decel-

eration is discussed. The idea is simple: Populations are heterogeneous. Even if the risk

of dying increases at the same pace for all individuals, some are probably frailer than

others. Those individuals would die, on average, earlier than their more “robust” peers.

With less and less frail individuals alive, the observed force of mortality for the total pop-

ulation tends to level off. The simplest so-called frailty model that can explain the leveling

off is probably the one introduced by Vaupel et al. (1979), where the baseline mortality is

multiplied for individual i by a factor zi that follows a Γ distribution with a mean of 1.

Vaupel and Yashin (1985) and Vaupel (2010) contain more intuitive illustrations than the

more technical initial paper from 1979. A thorough discussion of other mixing distribu-

tions than the Γ for univariate frailty models and of multivariate frailty models can be

found in Wienke (2010).

But what will be the shape of the trajectory at even higher ages when data become

very sparse? Will mortality continue to rise, albeit at a slower pace than at younger ages?
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Will it reach a maximum? Using various parametric models, Thatcher et al. (1998) con-

cluded that a model with a logistic shape1 fitted the data best. Also Thatcher’s analysis

in 1999 concluded that such a model with a mortality plateau should be employed for the

estimation of mortality at advanced ages. In other applications of the logistic model, such

an asymptotic maximum is called “carrying capacity.”

Intensive research during the past decade supported the notion of such a logistic pat-

tern. Theoretical, mathematical and empirical studies point toward a “Gompertzian” age-

specific hazard on the individual level with a gamma distribution for frailty across indi-

viduals (e.g., Finkelstein and Esaulova, 2006; Missov and Finkelstein, 2011; Steinsaltz and

Wachter, 2006). The findings of the past 10 years are succinctly summarized in Missov

and Vaupel (2015, p. 69):

The observed leveling-off of human mortality rates at ages 110+ has four

major implications for the generating mechanism. First, plateaus can be mod-

eled in the framework of multiplicative (proportional) or additive hazards, but

not by accelerated failure time models. Second, the distribution of unobserved

heterogeneity has a regularly-varying-at-zero density at the starting age and

converges subsequently to the gamma distribution. Third, in a proportional

hazards setting the baseline cumulative hazard is the inverse of the negative

logarithm of any completely positive function, and the well-known gamma-

Gompertz pair can be derived as a special meaningful case. Fourth, in an ad-

ditive hazards setting plateaus are generated by taking the latter proportional

hazards pattern and adding a frailty-independent term that levels off with age.

Many conjugate pairs, i.e., pairs of baseline mortality and frailty distributions,

can produce the same mortality pattern. The only demographically meaning-

ful multiplicative model that holds at the plateau is the gamma-Gompertz.

1Either a general logistic model or a simplified version, the Kannisto model. The quadratic model was

excluded, since it would lead, ultimately, to a force of mortality of 0.
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Using data from the International Database on Longevity,2 Gampe (2010) found, in-

deed, a plateau of mortality—which is implied in a logistic model—at ages 110 and above.

In her study, Gampe pursued a nonparametric approach. Hence this plateau was not the

consequence of forcing a certain parametric shape of the mortality trajectory. Gampe esti-

mated a level of the force of mortality of µ(x)110+ = 0.7, corresponding to a probability of

dying of q(x)110+ = 1− eµ(x)110+ ≈ 0.50. Gampe’s results strengthened the initial findings

that were reported at the “Living to 100” conference in 2005 (Robine et al., 2005).

Our research question can be expressed simply as: Can we find support for this upper

limit of the force of mortality of 0.7, corresponding to a probability to survive another

year of approximately tossing a fair coin?

2 Data and Methods

All our estimates are based on data from the Human Mortality Database (2016). Follow-

ing the standard literature (e.g. Brillinger, 1986; Carstensen, 2007; Keiding, 1990), we es-

timated our parametric models in a maximum-likelihood framework assuming that age-

specific deaths D(x) ∼ Poisson(µ̄(x)N(x)), where N(x) denotes the number of person-

years lived (= exposure time) at age x. The log-likelihood for parameter vector θ that

needs to be optimized given the data is:

log−L(θ|D(x), N(x)) =
β

∑
x=α

[D(x) log(µ̄(x))− µ̄(x)N(x)] . (1)

We typically looked at ages α = 80 until β = 109. In our application, the population

level hazard µ̄(x) in Equation 1 was substituted by the respective hazard function.

Our main model was the gamma-Gompertz model that is commonly expressed as (see,

for instance Missov and Vaupel, 2015, p. 674):

2This database is available from the Max Planck Institute for Demographic Research at

http://www.supercentenarians.org/.
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µ̄(x) =
aebx

1 + aγ
b
(
ebx − 1

) (2)

with intercept a and slope b from the Gompertz distributions and the variance of the

gamma distribution γ. Thus, the parameter vector θ that needs to be optimized consists

of three elements (a, b, γ).

For reasons of better numerical stability when fitting the data, we used the alternative

parametrization via the Gompertz modal age at death M (see, for instance, Missov and

Vaupel, 2015):

µ̄(x) =
beb(x−M)

1 + γe−bM
(
ebx − 1

) (3)

The mortality plateau for this model can be expressed as lim
x→∞

µ̄(x) = µ̄∗ = b/γ.

3 Results

3.1 Selection of Models

Before we settled on the model of Equation 2 (or Eq. 3), we also estimated alternative

models to make sure that the gamma-Gompertz approach is the best model. The simplest

model is the pure Gompertz model. It can be expressed in the traditional way and via

the mode, which we used in the actual estimation (see Horiuchi et al., 2013, also for the

reparametrization of the other models via the mode).

traditional : µ̄(x) = aebx via mode : µ̄(x) = beb(x−M). (4)

William Makeham (1867) added an age-independent constant to account for a nonsenes-

cent component (”background” mortality):
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traditional : µ̄(x) = aebx + c via mode : µ̄(x) = beb(x−M) + c. (5)

Likewise, the gamma-Gompertz model of Equations 2 and 3 can also be extended via a

Makeham term:

traditional : µ̄(x) =
aebx

1 + aγ
b
(
ebx − 1

) + c via mode : µ̄(x) =
beb(x−M)

1 + γe−bM
(
ebx − 1

) + c.

(6)

Please note that models 4 and 5 do not imply a mortality plateau. Mortality in the

Gompertz and Gompertz-Makeham scenarios continues to rise exponentially. Although

the overwhelming majority of researchers provide evidence for mortality deceleration,

Gavrilov and Gavrilova (2011) argue that there are no signs of mortality deceleration (in

their data set for the United States). That is why we have included models 4 and 5.

The best model was selected based on the minimum AIC value for each of the four

models. The criterion was estimated using the standard approach as outlined by Akaike

(1974, p. 716):

AIC = (−2) log(maximum likelihood) + 2(number of

independently adjusted parameters within the model)

The results for the years 1980–2010 for a selection of seven large countries, separately for

women and men, are shown in Figure 1.

The predominant color is green, indicating that in 340 out of the 434 separately esti-

mated models (≈ 78%), the gamma-Gompertz is better suited than the other models. The

gamma-Gompertz-Makeham model is the best model in 21% of all cases. But if we had

dropped the United States from our sample, a country with weak data quality at those

ages, according to Jdanov et al. (2008), this number would drop to 15%. With the Gom-
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Women
France
Germany−West
Italy
Japan
Spain
UK
USA

Men
France
Germany−West
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Japan
Spain
UK
USA

Gompertz

Gompertz−Makeham

1980 1985 1990 1995 2000 2005 2010

1980 1985 1990 1995 2000 2005 2010

Γ−Gompertz

Γ−Gompertz−Makeham

Figure 1: Best Models When Comparing Gompertz, Gompertz-Makeham,

Gamma-Gompertz and Gamma-Gompertz-Makeham Models Note: For seven

large countries, 1980–2010, separately for women and men. Source: Own estimations

based on data from the Human Mortality Database (2016).

pertz model being best in the United Kingdom in 1996, there is only one case where the

data supported a model without deceleration and, therefore, without a plateau.

3.2 Graphical Fit of the Gamma-Gompertz Model

Selecting the best out of a variety of models does not guarantee in any way that the model

fits the data well, regardless of the selection criterion (AIC, BIC, r2, . . . ). As a simple

example: A quadratic model is (necessarily) at least as close to the data as a straight line

in linear regression. But it might not capture the essential features of the data to be fitted

(e.g., a third-order polynomial). Likewise, we need to check that the gamma-Gompertz

model is not only the best of the four models but also a close fit to the data. We did this on

a visual basis: The blue lines in the six panels of Figure 2 show, for 2010 data for females
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from Japan, Spain, Sweden, France, Germany and Italy, how extremely well the selected

gamma-Gompertz model actually fits the observed death rates (plotted with plus signs).

Hence, we cannot expect that our estimates for µ̄∗ are the spurious outcome of a poor

model choice. In each graph, the green horizontal line denotes the value of 0.7, which

we would have anticipated from Gampe (2010). The red horizontal line depicts the level

of the mortality that derived from the parameter estimates (b̂/γ̂, see Missov and Vaupel,

2015). With the exception of Spain (upper right panel), our estimates suggest a mortality

plateau that is slightly higher than the expected 0.7 but lower than 0.8.

3.3 Estimates of the Mortality Plateau

Having identified the gamma-Gompertz model as providing a good fit to the data and

being statistically superior to the other models according to the AIC, we next estimated

the mortality plateau for Australia, Austria, Belgium, Canada, Denmark, Finland, France,

Germany (West), Italy, Japan, Norway, Spain, Sweden, Switzerland, the United Kingdom

and the United States. The empirical discrete density function for all years and countries

for women and men is depicted in Figure 3 with gray vertical bars. According to our

estimates, the actual level of the mortality plateau would be higher than 0.7. It would

be slightly below a population hazard level of 1, which can be translated to a probability

of dying of 1− exp(−1) = 0.6321206 ≈ 63%. The red and blue lines depict estimated

densities for females and males, respectively. These results suggest that the median of the

estimated mortality plateaus is lower for women than for men. The median estimate for

the plateau of the population hazard of males is about 1.2 or 70%. We would not claim

that our results contradict Gampe’s estimates: 573 out of the 637 individuals that formed

the basis for Gampe’s estimate of 0.7 were females (Gampe, 2010, p. 224). We would have

also expected that the estimates are less dispersed. The variation in mortality plateaus for

males is particularly striking.
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Figure 2: Raw Death Rates (+) and Fitted Force of Mortality (Blue Lines) at Ages 80–

109 Note: For Japan, Spain, Sweden, France, Germany-West and Italy in 2010. Additional

horizontal reference lines were included in green for Gampe’s (2010) “theoretical” limits

of 0.7 and in red for the ones obtained from our estimation. Source: Own estimation and

illustration based on data from the Human Mortality Database (2016).
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Figure 3: Empirical Density Function of Mortality Plateaus for Women and Men, 1960–

2010 Note: Data for Australia, Austria, Belgium, Canada, Denmark, Finland, France, Ger-

many (West), Italy, Japan, Norway, Spain, Sweden, Switzerland, United Kingdom and

United States. Red curve is estimated density for women, and blue curve is estimated

density for men for the same countries and years. Horizontal rectangles are interquar-

tile ranges of mortality plateau for both sexes combined (gray), women (red) and men

(blue). Source: Own estimation and illustration based on data from the Human Mortality

Database (2016).

Therefore, we decided to simulate data with a “true” signal of b = 0.14 and γ = 0.2,

which results in a mortality plateau of µ̄∗ = b/γ = 0.14/0.2 = 0.7 but different “popu-

lation sizes.” The simulations were repeated 1,000 times for each of the three population

sizes of 1,000, 10,000, and 100,000 individuals. The results of the simulation are shown in
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Figure 4. The median values in each of the three simulations are close to what we would

have expected. We can also see that the variation around the median strongly depends on

the population size. If only 1,000 individuals were alive at age 80, which is the beginning

of the age interval for our estimations, “typical” values would range from about 0.58 to

0.92. The variation we have observed in our empirical data cannot be explained by small

population size alone, though. Even in 1960, more than 10,000 women as well as men age

80 were alive in Sweden, one of the smallest countries we have analyzed.

That is why we analyzed the data by decade (see Figure 5) and by country (see Figure

6) separately for women and men. The results are inconclusive, however. If the mortality

plateau had changed systematically from one decade to the next, we might have observed

a decrease in the variation. With the exception of the last decade, we have seen a fairly

stable median for women during the 40 years of analysis with little change in the varia-

tion. The lack of change in the variation is even more the case for males, as both panels

of Figure 5 illustrate. Also, the analysis by country did not improve our understanding

of the mortality plateau substantially. If each country had its own specific level of mor-

tality, a large part of the variation observed in Figure 3 could have been easily explained.

Unfortunately, this is not the case.

The level of the mortality plateau is the ratio of the slope parameter b and the variance

of the gamma distribution γ. We investigated, therefore, whether the variation in the

mortality plateau is mainly attributable to one of the two factors. Figure 7 shows a range

of theoretical b values on the x-axis and of theoretical gamma values. Their ratios, i.e., the

level of the respective mortality plateaus, are included as contour lines. The color images

in the panels depict a two-dimensional density plot of 1,632 gamma-Gompertz estimates,

which also formed the basis for Figure 3.3 Shades of red denote relatively low densities,

whereas blue, purple and violet colors show the areas of many estimates being close to

each other. It seems that the variation in the level of the mortality plateau is primarily

351 calendar years for 16 countries, separately for women and men.
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Figure 4: Boxplots of Simulation with Sample Sizes 1,000, 10,000 and 100,000 Where the

“True Signal” Equals µ̄∗ = b/γ = 0.14/0.2 = 0.7 Note: Simulations were repeated 1,000

times for each population size. The gray vertical bars depict the interquartile range, con-

taining a solid black line for the median value. The “whiskers” of the boxplot represent

the empirical 95% interval. Source: Own simulations.

due to variation in the estimates for γ, while the estimates for the slopes cover a much

smaller range (0.10 to 0.15 for women; 0.07 to 0.12 for men).

We also analyzed another potential impact on our estimates: the numerical method

employed. All our estimates were based on standard numerical methods, i.e., the Nelder-

Mead algorithm, which is the default setting for R’s general puropse optimizer optim (R
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Figure 5: Interquartile Range and Median Values for Mortality Plateaus by Decade

of Analysis, 1960–2010 Note: Data for women (left in red) and men (right in blue) in

Australia, Austria, Belgium, Canada, Denmark, Finland, France, Germany (West), Italy,

Japan, Norway, Spain, Sweden, Switzerland, United Kingdom and United States. Source:

Own estimation and illustration based on data from the Human Mortality Database

(2016).

Core Team, 2015). Using the same set of countries with high data quality as in Figure 2,

we compared the estimates of optim with a genetic algorithm as implemented in the R

package rgenoud (Mebane, Jr. and Sekhon, 2011; Sekhon and Mebane, Jr., 1998), using

population sizes of 1,000 and 100 generations. We used the same starting values of b0 =

0.1, M0 = 85, and γ0 = 0.3, i.e., values that are in the same order of magnitude but not

too close, for optim as well as rgenoud. The results are presented in Table 1 (page 16).

It is easy to see that maximizing the log-likelihood with the standard approach or with

a genetic algorithm yields estimates that are nondistinguishable. The largest difference

was 0.0046 for the modal age at death M. The parameters b and γ differed by 0.00042 or
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Figure 6: Interquartile Range and Median Values for Mortality Plateaus by Country,

1960–2010 Note: Data for women (left in red) and men (right in blue). Source: Own

estimation and illustration based on data from the Human Mortality Database (2016).

less. Hence, the large variation in mortality plateaus cannot be attributed to non- or ill-

converging numerical methods. But we discovered that with the exception of Spain, the

remaining five countries estimated the variance to be close to 0.20 and also little variation

for the slope.

We therefore decided to estimate the gamma-Gompertz model for countries with the

best grade for data quality (Jdanov et al., 2008), with high life expectancy and a popula-

tion size of at least 10 million for the years 2005–2010, to be safe to have sufficient numbers

at old ages to not run into numerical problems. The final set of countries consisted of Bel-

gium, France, Germany, West Germany, Italy and Japan. We added the estimates for b and

γ for these countries in these years as white dots to the density plot. The results are given

in Figure 8 (page 17). Those recent estimates for countries with low mortality, excellent

data quality and large numbers suggest that there seems to be in fact a mortality plateau—
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Table 1: Parameter Estimates for Gamma-Gompertz Model for Women, Using Two Dif-

ferent Estimation Strategies Note: Data for women in Japan, Spain, Sweden, France,

Germany (West) and Italy in 2010 (see Figure 2 for actual fit). For estimation strategies,

optim refers to standard numerical optimization in R, while genetic employs the genetic

optimization approach of package rgenoud (Mebane, Jr. and Sekhon, 2011; Sekhon and

Mebane, Jr., 1998) with a population size of 1,000 and 100 generations. Both approaches

used the same starting values of b = 0.1, M = 85, and γ = 0.3.

Country Estimated Parameter and Estimation Approach

b M γ

optim genetic optim genetic optim genetic

Japan 0.15350 0.15365 91.40880 91.40417 0.19548 0.19680

Spain 0.16006 0.15998 89.55558 89.55333 0.23565 0.23524

Sweden 0.15942 0.15948 88.75105 88.75217 0.20049 0.20069

France 0.15914 0.15925 90.27741 90.27510 0.21657 0.21707

Germany (West) 0.15724 0.15723 88.09153 88.09380 0.20280 0.20282

Italy 0.15433 0.15428 89.20267 89.20105 0.19981 0.19957

at least for females—that is located at about 0.8 (median: 0.799; IQR: 0.775–0.829). This

translates into a probability of dying of 0.55%. The picture remains blurred for males.

Even the reduction to the set of countries for which we would expect highly reliable data

did not result in an estimate for a mortality plateau with little variation around it. The

median value for the population hazard was 1.246 (equivalent to a probability of dying

of about 71%) with an interquartile range of 1.1324–1.5487, mainly due to considerable

differences in the estimates for γ.
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Figure 8: Two-Dimensional Density Plot of Estimates for b and γ with Corresponding

Levels of the Mortality Plateau and Estimates by Country Note: Plateau levels shown

as contour lines for women (upper panel) and men (lower panel). White dots represent

estimates for Belgium, France, Germany, Germany-West, Italy and Japan. Source: Own

estimation and illustration based on data from the Human Mortality Database (2016).
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4 Summary

The goal of our analysis was to test whether we can find support for a plateau of the

population hazard at a level of 0.7 as estimated by Gampe (2010) with a nonparametric

approach. Recent theoretical, mathematical and statistical findings suggest that “the only

demographically meaningful multiplicative model that holds at the plateau is the gamma-

Gompertz” (Missov and Vaupel, 2015, p. 69).

We estimated these gamma-Gompertz models with data from the Human Mortality

Database. With about a level for the plateau of 0.8, our results for women were slightly

higher than the expected 0.7. The mortality plateau for males was even higher, though.

We estimated a level of approximately 1.2. Translated into probabilities of dying, we

could not replicate the chance of the toss of a fair coin but about 55% for women and 70%

for men. Since Gampe’s original estimates were based on primarily female data, we were

not surprised by the difference between women and men. More worrisome was the large

variation in our estimates for 16 countries for the years 1960–2010. Differentiating by

country or by decade did not provide any insights why there was such a large variation

in mortality plateaus. Also, small population sizes were not able to explain the large

variation as simulation studies have shown.

Only when we restricted ourselves to large countries (more than 10 million inhabi-

tants), high data quality according to Jdanov et al. (2008), low mortality and recent years

to have enough survivors at advanced ages were we able to narrow down the corridor

for females. Our mortality plateau of 0.8 for women is slightly higher than the one pre-

dicted by Gampe (2010) with a slope parameter b of about 0.14–0.15 and a γ parameter

slightly below 0.2. Our refined approach for males was less successful. Even after select-

ing highly reliable data only, we estimated still large variation for the mortality plateau,

mainly caused by γ estimates ranging from 0.05 to 0.15.

To conclude: We would claim that there is, indeed, support for a mortality plateau for
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women. At 0.8, it is slightly higher than suggested by Gampe (2010). If a mortality plateau

exists for males, it is higher than for females, but our estimates were not convincing.

This could be the outcome of there being still very few old men alive at very advanced

ages. Hence, a mortality plateau might not exist at all, or we have to wait until enough

centenarians and semi-supercentenarians are male to have more robust estimates.
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