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## ON COMPUTING THE PROBABILITY THAT EXACTLY $k$ OF $n$ INDEPENDENT EVENTS WILL OCCUR

ROBERT P. WHITE* and T. N. E. GREVILLE

## INTRODUCTION

I$\therefore$ THE valuation of estates it is sometimes necessary to compute the probability that exactly $k$ (or at least $k$ ) out of $n$ designated lives will survive a given number of years. It is the purpose of this note to explain a method of computation which may often be more expeditious than the methods in common use, particularly when the number of lives is large.

For purposes of mathematical analysis, we may as well generalize the problem to refer to $n$ independent events of any kind, with respective probabilities of occurrence of $p_{1}, p_{2}, \ldots, p_{n}$ (and respective probabilities of nonoccurrence of $q_{1}, q_{2}, \ldots, q_{n}$, where $\left.q_{i}=1-p_{i}\right)$. The probability that exactly $k$ of the $n$ events will occur is the sum of $C(n, k)$ terms, each of which is the product of $k$ of the $p$ 's and the $n-k q$ 's corresponding to the remaining $p$ 's. When $n$ is large, the amount of computation involved can be formidable. For example, the probability that exactly 8 out of 28 events will occur is the sum of $C(28,8)=3,108,105$ such products.

If we make use of Waring's theorem [1, p. 74]' (also called the "method of inclusion and exclusion"), which is commonly known among actuaries as the " $Z$ method" [2, p. 189], the probability that exactly $k$ of the $n$ events will occur is given by

$$
\begin{aligned}
B_{k}-(k+1) B_{k+1}+\ldots+(-1)^{r-k} C & (r, k) B_{r} \\
& +\ldots+(-1)^{n-k} C(n, k) B_{n}
\end{aligned}
$$

where $B_{r}$ is the sum, for all possible choices of $r$ events out of the $n$, of the probabilities that $r$ specified events will happen, irrespective of whether the other $n-r$ events occur. Under this procedure the number of products required is substantially greater than for the previous method. However, the number of multiplications to be performed is somewhat smaller, if the individual products are recorded at each stage and account is taken of the fact that any product of $r+1 p$ 's can be obtained by a single mul-

[^0]tiplication from some product of $r \boldsymbol{p}$ 's. The necessary amount of recording is, of course, substantially increased. ${ }^{2}$

It is the purpose of the present note to describe two further methods of computing this probability: one based on the elementary rules for combination of probabilities, and the other on the use of a generating function and the relations between the roots and coefficients of a polynomial. In the application to problems in life contingencies, frequently much labor is saved by these methods as compared with those referred to earlier.

## METHOD OF COMPOSITION OF PROBABILITIEs ${ }^{3}$

Let ${ }_{m} P_{[r]}$ denote the probability that exactly $r$ out of the first $m$ events occur (irrespective of the outcome of the remaining $n-m$ events). Now let us analyze this probability by considering the first $m$ events as made up of two groups: the first $m-1$ events and the $m$ th event. Then there are two ways in which we can have exactly $r$ of the first $m$ events occurring, as follows:
(i) exactly $r-1$ of the first $m-1$ events occur, and the $m$ th event occurs,
(ii) exactly $r$ of the first $m-1$ events occur, and the $m$ th event does not occur.

This analysis gives at once the equation:

$$
\begin{equation*}
{ }_{m} P_{|r|}=P_{m} \cdot{ }_{m-1} P_{|r-1|}+q_{m} \cdot{ }_{m-1} P_{[r]}, \tag{1}
\end{equation*}
$$

where, of course, ${ }_{l} P_{[d]}$ is to be interpreted as 0 for $s<0$ or for $s>l$. By the use of this equation a table of values of ${ }_{m} P_{[r]}$ is easily built up. A convenient arrangement is illustrated in Table 1, where the first two columns show the values of $p_{m}$ and $q_{m}$ and the remaining columns give values of ${ }_{m} P_{[r]}$, with the row corresponding to the value of $m$, and the column to the value of $r$. With this arrangement the complete table of values of ${ }_{m} P_{[r]}$ for $m, r=1,2$, $\ldots, n(r \leq m)$ forms a right triangle with the right angle in the lower left corner.

If the value of ${ }_{n} P_{[k]}$ is required for only a single value of $k$, only those values of ${ }_{m} P_{[r]}$ need be computed which lie in a parallelogram $k+1$ columns wide and $n-k+1$ lines deep having one of its oblique sides along the hypotenuse of the right triangle. The entire calculation then requires $n-2$ simple multiplications and $k(n-k)$ operations of the type $p r+q s$. In the example previously referred to (computation of ${ }_{28}{ }_{[8]}$ ) only 186 vaiues must be computed, involving a total of 346 multiplications.

[^1]TABLE 1
Calculation of ${ }_{10} P_{[k]}$ For $k=0,1,2,3,4$

| Event No. | Probability of Occurrence $p_{i}$ | Probability of Nonoccurrence $9 i$ | ${ }^{\text {( } P}$ [0] | ${ }^{\text {P }}$ [ $\left.{ }^{1}\right]$ | , $P$ [ z$]$ | : $P$ [ 3 ] |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1. | . 9124553172 | . 0875446828 | . 0875446828 | . 9124553172 |  |  |  |
| 2. | . 8548030981 | . 1451969019 | . 0127112167 | . 2073191513 | 7799696320 |  |  |
| 3. | . 2558979743 | . 7441020257 | . 0094584421 | . 1575193751 | . 6334295340 | 1995926488 |  |
| 4. | . 1304555591 | . 8695444409 | . 0082245358 | .1382040033 | . 5713444081 | 2561890822 | .0260379706 |
| 5. | . 9575129534 | . 0424870466 | . 0003494362 | . 0137469795 | . 1566068599 | . 5579543891 | .2464106412 |
| 6. | . 9412210435 | . 0587789565 | . 0000205395 | . 0011369298 | . 0221441342 | . 1801976489 | . 5396421727 |
| 7. | . 8946582204 | . 1053417796 | . 0000021637 | . 0001381420 | . 0033498661 | . 0387937727 | . 2180621747 |
| 8 | . 4619516413 | . 5380483587 | . 00000011642 | . 00000753266 | . 0018662049 | . 0224204019 | . 1352488422 |
| 9 | . 1465495518 | . 8534504482 | . 0000000936 | . 00000644581 | . 0016037525 | . 0194081935 | . 1187138848 |
| 10. | . 0550353085 | . 9449646915 | . 0000009389 | .0000609653 | .0015190370 | . 0184283206 | . 1132485654 |

If the values of ${ }_{n} P_{k}$, the probability that at least $k$ of the $n$ events occur, are desired, no simple relationship corresponding to (1) is available, and it is necessary to compute ${ }_{n} P_{(0])}{ }_{n} P_{[1]}, \ldots,{ }_{n} P_{[k-1)}$, and then make use of the relation

$$
{ }_{n} P_{r}={ }_{n} P_{r-1}-{ }_{n} P_{[r-1]},
$$

where of course ${ }_{n} P_{0}=1$. We must then compute and record all values in the first $k+1$ columns of the table of values of ${ }_{m} P_{[r]}$ (enlarging the parallelogram above to a trapezoid). The entire calculation then involves $n+k-2$ simple multiplications and $\frac{1}{2} k(2 n-k-1)$ operations of the type $p r+q s$.

## GENERATING FUNCTION METHOD

Fréchet and Bizley [4, pp. 11-15; 1, p. 62] have pointed out that $P_{[k]}$ (omitting the subscript $n$ ) is the coefficient of $x^{k}$ in the expansion of

$$
\begin{equation*}
\phi(x)=\left(p_{1} x+q_{1}\right)\left(p_{2} x+q_{2}\right) \ldots\left(p_{n} x+q_{n}\right) . \tag{2}
\end{equation*}
$$

Thus the function $\phi(x)$ may be described as a generating function for the probabilities $P_{[k]}$. Bizley states that "where the $p_{i}$ are not all equal, $\ldots$ [this] product . . is often useful and in numerical examples may provide a quicker solution than . . . Waring's theorem."

In fact, the method of composition of probabilities previously described is easily deduced from the right member of (2). However, a different approach is suggested by well known relations between the roots and coefficients of a polynomial. If $s_{r}$ denotes the sum of the $r$ th powers of the roots of the equation

$$
\begin{equation*}
x^{n}+a_{1} x^{n-1}+\ldots+a_{n-1} x+a_{n}=0, \tag{3}
\end{equation*}
$$

then, according to a formula attributed to Newton [3, p. 437],

$$
\begin{equation*}
s_{k}+a_{1} s_{k-1}+a_{2} s_{k-2}+\ldots+a_{k-1} s_{1}+k a_{k}=0 \tag{4}
\end{equation*}
$$

for $k=1,2, \ldots, n$.
Now, it is clear from general considerations as well as from (2) that

$$
\begin{equation*}
P_{[n]}=Q_{[0]}=p_{1} p_{2} \ldots p_{n}, \tag{5}
\end{equation*}
$$

where $Q_{[k]}$ is used to denote the probability that exactly $k$ of the $n$ events fail. Moreover, it is evident that equation (2) will be in the form (3) if it is divided by the quantity (5). It is obvious also that the roots of (2) are $-q_{1} / p_{1},-q_{2} / p_{2}, \ldots,-q_{n} / p_{n}$. Thus, if we define

$$
T_{r}=(-1)^{r} s_{r}=\left(q_{1} / p_{1}\right)^{r}+\left(q_{2} / p_{2}\right)^{r}+\ldots+\left(q_{n} / p_{n}\right)^{r}
$$

and note that $a_{r}=Q_{[r]} / Q_{[0]}$, then (4) gives
$Q_{[k \mid}=\frac{1}{k}\left[T_{1} Q_{[k-1]}-T_{2} Q_{[k-2]}+T_{2} Q_{[k-3 \mid}-\ldots+(-1)^{k-1} T_{k} Q_{[0 \mid}\right]$. (6)
It is perhaps generally more convenient to interchange $p$ 's and $q$ 's, $P$ 's and $Q$ 's, and to write (6) in the form

$$
\begin{gather*}
P_{[k]}=\frac{1}{k}\left[S_{1} P_{[k-1]}-S_{2} \mathrm{P}_{[k-2]}+S_{2} P_{[k-2]}-\ldots+(-1)^{k-1} S_{k} P_{[00]},\right.  \tag{7}\\
S_{r}=\left(p_{1} / q_{1}\right)^{r}+\left(p_{2} / q_{2}\right)^{r}+\ldots+\left(p_{n} / q_{n}\right)^{r} . \tag{8}
\end{gather*}
$$

Formulas (7) and (8), together with the obvious relation

$$
\begin{equation*}
P_{[0]}=q_{1} q_{2} \ldots q_{n}, \tag{9}
\end{equation*}
$$

provide a method of computing successively $P_{[0]}, P_{[1]}, \ldots P_{[k]}$.
comparison or the methods
The calculation of $P_{[k]}$ by the second method requires $n$ divisions and $n(k-1)$ multiplications to obtain the powers of $p_{i} / q_{i}$, followed by the summing of these powers, one application of formula (9) and $k$ applications of formula (7). This makes a total of $k(n+2)+1$ values to be computed and recorded, as compared with $(k+1)(n-k+1)-3$ under the method previously described. On this basis alone, the method last described would appear to be more advantageous only when $n>k^{2}+$ $2 k+3$. This criterion would limit the use of the second method to cases in which $k$ is quite small in comparison to $n$.

This does not take into account, however, that some of the values to be recorded require only a simple multiplication, while others, such as application of formula (7), involve a fairly complex sequence of arithmetical operations. Thus another possible criterion would be the total number of individual multiplications and divisions required. The first method requires a total of $2 k(n-k)+n-2$ multiplications; for the second, the combined total of multiplications and divisions is $\left(n+\frac{1}{2} k+1\right)(k-1)+$ $2 n+k-1$. On this basis the second method is preferable for $n>\frac{1}{3}(5 k+$ 3). In the example of calculating ${ }_{28} P_{\{3]}$ there are 186 values to be computed and recorded under the first method; 241 under the second. The number of individual multiplications and divisions required in this example is 346 under the first method and 286 under the second.

The second method frequently involves less actual labor, but it usually requires more recording, and it is less straightforward, since it consists of several distinct steps, while the first method involves merely repeated application of one simple formula. Another characteristic of the second
method which some users may consider a disadvantage is that the different quantities which will need to be computed usually differ widely in magnitude, and yet all must be carried out to several significant figures in order to avoid excessive accumulation of rounding error. Thus it becomes necessary to record the data in scaled form, as illustrated in Tables 2 and 3. In other words, the decimal point is maintained in a fixed position relative to the first significant digit of the number, and the resulting number is multiplied by an appropriate power of 10 to bring it to the correct order of magnitude. This method of handling numbers is in common use among physicists, engineers, and electronic computer users, and does not in itself really involve more work. However, it might in some situations constitute a psychological barrier to the use of the second method. If a problem of the

TABLE 2
Calculation of Powers of $p_{i} / q_{i}$

| $\begin{aligned} & \text { Event } \\ & \text { No } \end{aligned}$ | $\underset{\substack{\text { Probability } \\ p i}}{ }$ | $p_{i} / q_{i}$ | $\left(p_{i} / q_{i}\right)^{*}$ | $\left(p_{i} / q_{i}\right)^{2}$ | $\left(p_{i} / q_{i}\right)^{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | . 9124553172 | 10.42273829 | 108.6334735 | 1,132.25826 | 11,801.2316 |
| 2 | . 8548030981 | 5.88719929 | 34.6591155 | 204.04512 | 1,201.2543 |
| 3 | . 2558979743 | . 34390173 | 1182684 | . 04067 | . 0140 |
| 4 | . 1304555591 | . 15002748 | 0225082 | . 00338 | . 0005 |
| 5 | . 9575129534 | 22.53658538 | 507.8976806 | 11,446.27944 | 257,960.0539 |
| 6 | . 9412210435 | 16.01289134 | 256.4126891 | 4,105.90853 | 65,747.4671 |
| 7 | . 8946582204 | 8.49290969 | 72.1295150 | 612.58946 | 5,202.6669 |
| 8 | . 4619516413 | . 85856900 | . 7371407 | . 63289 | . 5434 |
| 1 | . 1465495518 | . 17171419 | . 02948588 | . 00506 | . 0009 |
| 10. | . 0550353085 | . 05824060 | . 0033920 | . 00020 | . 0000 |
| Total. |  | 64.93477699 | 980.6432688 | 17,501.76301 | 341,913.2326 |

type under consideration were to be programmed for an electronic computer, it would probably be advisable to avoid the use of the second method unless the computer has floating-point hardware.

The probability that exactly $k$ of the $n$ events will fail can be obtained in a comparable manner by substituting $p_{i}$ for $q_{i}$ and $q_{i}$ for $p_{i}$ in the above equations. The probability that exactly $k$ of the events will occur being equal to the probability that exactly $n-k$ of the events will fail, labor will sometimes be saved under the second method by computing the latter probability rather than the former, depending on the magnitude of the ratios $p_{i} / q_{i}$ and whether $k$ is closer to $n$ than to 0 . Under the first method there is no saving in labor (unless the probability that at least, or at most, $k$ lives will fail is required), but, when $k$ is closer to $n$ than to 0 , a more compact arrangement of the table is secured by considering failure rather than occurrence of the events.

PROPERTIES OF THE GENERATING FUNCTION
It is interesting to note in passing that both Waring's formula and the formula (6) of Rasor and Myers (TSA IV, 128) are easily derived from the generating function (2).

If we write $u=1-x$, (2) can be put in the form

$$
\phi(x)=\psi(u)=\left(1-p_{1} u\right)\left(1-p_{2} u\right) \ldots\left(1-p_{n} u\right) .
$$

It is then easily verified that

$$
\begin{equation*}
\psi(u)=1-B_{1} u+B_{2} u^{2}-\ldots+(-1)^{n} B_{n} u^{n} \tag{10}
\end{equation*}
$$

where $B_{r}$ denotes, as before, the sum, for all selections of $r$ events out of the $n$, of the probabilities that $r$ specifed events occur, irrespective of the

TABLE 3
Calculation of $P_{[r]}$

| - | 5 | $P_{[r]}$ |
| :---: | :---: | :---: |
| 0. |  | . $9388704315 \times 10^{-6}$ |
| 1. | $.6493477699 \times 10^{2}$ | . $6096534209 \times 10^{-4}$ |
| 2. | . $9806432688 \times 10^{3}$ | . $1519036962 \times 10^{-2}$ |
| 3. | $.1750176301 \times 10^{5}$ | . $1842832060 \times 10^{-1}$ |
|  | . $3419132326 \times 10^{6}$ | . 1132485652 |

outcome of the remaining $n-r$ events. Differentiating both (2) and (10) $k$ times with respect to $x$ and then setting $x=0$ (and therefore $u=1$ ) gives Waring's formula.

On the other hand, integration of (2) and (10) with respect to $x$ between the limits 0 and 1 gives

$$
\begin{aligned}
& P_{[0]}+\frac{1}{2} P_{[1]}+\frac{1}{3} P_{[2]}+\ldots+\frac{1}{n+1} P_{[n]} \\
& \quad=1-\frac{1}{2} B_{1}+\frac{1}{3} B_{2}-\ldots+\frac{(-1)^{n}}{n+1} B_{n}
\end{aligned}
$$

from which Rasor and Myers' formula follows at once. Approximate integration for the right member of (2), between the limits 0 and 1 for $x$, may often be a simple way of obtaining a good approximation to this value.

## NUMERICAL EXAMPLE

Given 10 lives consisting of male lives aged $44,50,77$, and 82 and female lives aged $42,46,53,73,83$, and 88 , let it be required to find the probability that at least 5 survive 10 years on the basis of the 1949-51 United States life tables for white males and white females. Table 1 shows
the computation of the values of $P_{(k]}(k=0,1, \ldots, 4)$ under the method of composition of probabilities. (As previously explained, the lower left portion of the table, exclusive of the first two columns, could have been omitted if only $P_{4}$ had been required.) Tables 2 and 3 show the computation of the same five quantities by the generating function method. The work has been carried out to the full capacity of the calculating machine, and numbers are recorded in scaled form, as previously explained, in order to minimize rounding error. In Table 3, $P_{[0]}$ was obtained by (9) and then $P_{[1]}, P_{[21}, P_{[3]}$, and $P_{[4]}$ were computed by the formulas

$$
\begin{aligned}
& P_{[1]}=S_{1} P_{\{0]}, \\
& P_{[2]}=\frac{1}{2}\left(S_{1} P_{[1]}-S_{2} P_{[01]}\right), \\
& P_{[3]}=\frac{1}{3}\left(S_{1} P_{[2]}-S_{2} P_{[1]}+S_{3} P_{[0]}\right), \\
& P_{[4]}=\frac{1}{4}\left(S_{1} P_{[3]}-S_{2} P_{[2]}+S_{3} P_{[1]}-S_{4} P_{[0]}\right),
\end{aligned}
$$

all derived from (7).
TABLE 4
Values of $P_{[r]}$ and $P_{r}$

| ' | $P_{[r]}$ | $P_{r}$ |
| :---: | :---: | :---: |
| 0. | . 00000 | 1.00000 |
| 1. | . 00006 | 1.00000 |
| 2 | . 00152 | . 99994 |
| 3. | . 01843 | . 99842 |
| 4. | . 11325 | . 97999 |
| 5. |  | 86674 |

Table 4 shows the calculation of values of $P_{k}$ (under either method) by successive application of the relation ${ }_{n} P_{r}={ }_{n} P_{r-1}-{ }_{n} P_{[r-1]}$.
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