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The Forgery Game: 
Generative Adversarial 
Networks
By Michael Niemerg

Imagine a not-​too-​distant future. You open your mailbox 
to find a pretty ordinary-​seeming catalog. You start to flip 
through it. Inside, you find pictures of beautiful, smiling peo-

ple. You see perfectly manicured lawns and perfect bedrooms. 
The catch: None of this is real. These images weren’t even cre-
ated using computer graphics. All these images were created by 
a model—by a generative adversarial network (GAN).1,2 Don’t 
believe this is possible? There are already images of fake people 
that look eerily realistic3 and ways to manipulate an image to 
turn that smile into a frown.4

What is a generative adversarial network? How does it create 
synthetic images of people and things that are nearly indistin-
guishable from real photos? The first thing we need to do is 
parse the moniker itself. The “generative” part of generative 
adversarial networks refers to what the model is doing: gen-
erating synthetic data. The “adversarial” refers to how it is 
trained—in an adversarial fashion between two competing 
models. The “networks” refer to the model form, which are 
neural networks (while there is no requirement that generative 
adversarial models must be neural networks, this is the primary 
focus of active research in the area).

TRAINING GANS
Let’s dive a little more into how these models are trained. GANs 
are created via two competing networks: a generator that creates 
synthetic data and a discriminator whose job it is to distinguish 
the real data from the synthetic data. This adversarial connec-
tion is the whole key to the process. By putting the models in 
competition, the generator is forced to successively get better 
at creating data that looks real while the discriminator gets 
increasingly more adept at separating real data from synthetic 
data. A common analogy used to describe GANs is to think 
of the generator model as an artwork forger, trying to pass off 
forgeries as the real thing, while the discriminator plays the role 
of the curator trying to identify the real art and reject the forg-
eries. The forger gets continually better at generating the fake 

artwork but the curator also improves at spotting the real art 
apart from the forgeries.

GAN models are neural networks. While the relationship 
between the generator and the discriminator is unique, all the 
typical rules and structure of training neural networks apply to 
both. If the jargon of neural networks is foreign to you, simply 
remember that a neural network is a predictive model. It will 
take in some data, have parameters that will be fit by optimizing 
an objective, and ultimately produce output (the synthetic data 
for the generator, and the probability of data being real or syn-
thetic for the discriminator).

Now let’s get a little more precise on the algorithm for GANs.

GAN ALGORITHM
For each round of training:

•	 Generate random points from latent space (a good choice 
would be random numbers from a normal distribution) and 
create the synthetic data by feeding the random points into 
the generator.

•	 Combine this synthetic data with the real data.

•	 Train the discriminator to distinguish between these real and 
synthetic values.

•	 Update the generator to fool the discriminator:

-- Freeze the discriminator so that its weights do not change.
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-- Feed the generator random points from latent space 
as input.

-- The generator will convert these random points to syn-
thetic data.

-- The frozen discriminator will then classify this synthetic 
data as “real” or “synthetic.”

-- Update the weights in the generator to alter how it cre-
ates its synthetic data so that it can more easily fool the 
discriminator.

Figure 1 
A Representation of the GAN Model-​Building Process
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The last step above can seem a bit curious so let’s look more 
closely at what is happening. In more precise terms, this step 
in the process is trying to minimize the difference between two 
vectors of numbers (with each entry in the vectors correspond-
ing to an observation). Keeping in mind that the discriminator is 
being fed a series of synthetic observations, the first vector is the 
discriminator’s prediction of whether each of these observations 
is real or synthetic. The second is simply a vector of targets that 
say that each observation is real. Because the generator is trying 
to fool the discriminator, it wants to get them as close as possi-
ble. However, while training with this objective, the generator 
is unable to manipulate the discriminator directly (in fact, being 
frozen, the discriminator doesn’t change at all in this last step) 
but the generator is still able to indirectly alter the first vector 
(the discriminator’s predictions) by altering its own weights so 
that its generated output becomes harder for the discriminator 
to distinguish from the actual data.

Ultimately, the generator is doing a good job when the discrim-
inator can’t tell the difference between synthetic data and real 
data (e.g., the predicted probability of either is 50 percent). The 
coolest part? Throughout this whole training process, the gen-
erator has no access to the real images! It learns to create them 
without ever having direct access to them.

Another way to think about what the model is doing is to think 
about our real sample data as coming from a high-​dimensional, 
data-​generating distribution. When training a GAN, our train-
ing set is really a sample of data points from this data-​generating 
distribution. The GAN model uses this sample data to learn 
about the structure of the entire data-​generating distribution so 
that it can learn how to approximate new samples from it.

For an illustrative example, see Figure 2. Our data set to build 
our GAN is a sample of points (black boxes) from the data-​
generating distribution (gray distribution). Our model learns an 
(imperfect) representation of that distribution (white distribu-
tion) from which we can draw samples (white triangles).

Figure 2 
Data-​Generating Distribution and GAN Approximation

CHALLENGES WITH TRAINING GANS
Currently, generative adversarial modeling is still an active area 
of research. There are several ways in which GANs can fail or in 
which training them can produce fickle results.

The most common is simply instability in training. For instance, 
training the model with the same parameters might work well 
in one training run only to produce poor results in another run 
without any changes to the model parameters other than differ-
ent random number initializations.

Another problem with GANs is that measuring the quality of 
the synthetic data can be difficult. While both the generator and 
the discriminator have a loss function, these loss functions are 
really only optimizing the competition against its adversary. In 
a regression problem, we know that higher R-​squared is better 
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and, in a classification problem, that higher accuracy is better 
(ceteris paribus). If our task is generating realistic synthetic images, 
however, our real objective is independent of the nominal value 
of the loss function but is instead tied to how convincing the 
image is to a human. Because it is hard to come up with a good 
loss function for how different the synthetic picture of a bed-
room is from a real bedroom, it can be hard to tell exactly when 
one GAN model performs better by simply checking metrics. 
We need to actually examine our sample output.

Another difficulty with training GANs is that they have a ten-
dency to collapse into similar output for different input from the 
latent space. Part of the reason for this is that the GAN model 
can only look at each instance in isolation when determining 
whether a data point is real or synthetic. Why is this problem-
atic? Well, imagine, for instance, that you wanted some synthetic 
data representing the rolls of a six-​sided die. If I presented you 
with a 0 or a 7 you would easily recognize those data points 
as unrealistic. However, what if I presented you with a 4? That 
seems to be a very plausible die roll. What if I then generated 
for you a never-​ending series of 4s as synthetic data? If you are 
constrained to only being able to look at one data point at a time 
to judge whether an instance looks real (i.e., we are memoryless 
like a GAN), you can’t discriminate these obviously synthetic 
data points from real points. This is problematic. We need some 
way of relating observations to each other to tell the difference.

In Figure 3, we can see an example of a degenerative GAN. 
The GAN fails to learn a good representation of the true data-​
generating distribution, instead only learning to reproduce 
frequent values that lie near the mean of the data-​generating 
distribution.

Figure 3 
Data-​Generating Distribution and GAN Approximation: 
Degenerative Example

Another challenge with GANs is one that faces all predictive 
models: They inherit the biases of the data used to train them. 
Say, for instance, we are training a model to generate images of 
bedrooms. Let’s also suppose only a small percentage of bed-
rooms contain yellow bedsheets and that none of these bedrooms 
make it into our training set for the GAN model. What could 
likely happen is that our model will not learn to associate yellow 
bedsheets with bedrooms and our synthetic images will contain 
no yellow bedsheets even though they exist in the real world. 
Our model can only reconstruct the data-​generating distribution 
to the extent that it is faithfully represented in our training data.

PRACTICAL TIPS AND ADVANCED ARCHITECTURES
Multiple techniques exist for aiding the training of GANs. Some 
techniques include: modifications to the loss function used in 
training, incorporating common neural network regulariza-
tion techniques into the training phase, and adding some extra 
challenge to the discriminator by introducing noise to its input. 
Many of these techniques are incorporated into advancements 
to the original GAN algorithm.

A few of the advanced GAN algorithms are particularly notewor-
thy. Deep convolutional GANs (DCGANs)4 improve upon GANs 
by offering refinements to the architecture of the neural networks 
used to train them. Wasserstein GANs5 add several wrinkles to 
GANs, including using a loss function whose numerical value 
corresponds more closely with the true quality of the synthetic 
data. Furthermore, the idea of mini-​batch discrimination6 was 
created to counter the tendency of models to collapse to a narrow 
output range by adding distance information about other exam-
ples from within each training mini-​batch to the discriminator.

Generally, research on GANs is proceeding at a rapid clip. In all 
likelihood, significant improvements have been made to GANs 
between when I wrote this article and the time it went to print.

DOES IT MATTER TO ACTUARIES?
Much of the work with GANs to date has been on synthetic 
image and audio generation but that is quickly changing. Will 
GANs ever make their way to the insurance or health care sec-
tors? The future is still to be seen, but the potential is there as 
the quality of the algorithms mature and the use cases become 
more apparent.

One possible use for GANs could be to generate data syntheti-
cally to feed into other predictive models when training data is 
scarce. Various types of data set augmentation are already com-
mon practice when creating neural networks for image analysis. 
GANs could simply become another extension of this practice.

Another more creative use for GANs could be in the realm of 
data-​sharing. Imagine being able to share the data needed to 
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build predictive models without sharing the data itself. Instead of 
training the predictive model with real data, one party could train 
a GAN on its data to “encrypt” it. The other party could then 
generate synthetic data from the GAN and use that synthetic 
data to actually train the ultimate predictive model. The only 
thing that needs to be shared is the neural network itself. In this 
way, data insight could be shared without actually sharing data.

These use cases are speculative at the moment but not unrealis-
tic. It’s still too early to tell whether GANs rise to prominence 
as another commonplace method in the modeler’s toolbox or 
whether they remain a curiosity. ■

Michael Niemerg, FSA, MAAA, is an actuary 
at Milliman in Chicago. He can be reached at 
michael.niemerg@milliman.com.
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