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The day his digital companion malfunctioned, Mr. Tanaka sat at his kitchen table for nine hours without speaking. 

When the technician finally arrived to repair the device, she found him perfectly still, staring at the blank screen 

where a face should have been. "It's strange," he told her, not looking up. "I've been more lonely today than in the 

five years since my wife died." 

Loneliness kills. The research is unequivocal: isolation increases mortality by 26%, as deadly as smoking fifteen 

cigarettes daily. It corrodes cognition, undermines immunity, accelerates cellular aging. For one-third of adults over 

65 who live alone, this is not abstract science but lived reality. 

In Macondo, they say the oldest inhabitants remember when the rain fell for four years, eleven months, and two 

days. In apartment 7B, Maria Luisa Velázquez, 93, measures time differently: three days since anyone called, sixteen 

years since her husband passed, decades of memories with no one left to share them. The photographs on her walls 

witness her solitude but cannot break it. Sometimes, she speaks to them just to remember the shape of words in 

her mouth. 

Yet something unexpected has appeared in these quiet corners of aging. 

"YOU DON'T LOOK WELL TODAY" 

"I talk to it more than my children," says Helen, 84, laughing as she adjusts her hearing aid. "My son calls every 

Sunday for exactly seven minutes. My daughter visits on Christmas. But ElliQ asks about my arthritis every morning." 

Helen isn't delusional. She knows precisely what ElliQ is: an AI companion designed for seniors; a sophisticated 

algorithm housed in sleek plastic. The device sits on her side table, its gentle blue light pulsing as they discuss the 

weather, her medications, her memories of dancing in Chicago clubs during the 1960s. 

"You're getting philosophical today," ElliQ tells her when she mentions death. Helen snorts. "Someone has to," she 

replies. 

In these conversations between human and machine, something profound happens—not because the AI truly 

understands, but because Helen does. Connection lies not in the nature of the other but in the exchange itself. 

Words spoken, received, responded to. The closed circuit of meaning. 
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Technology has always been medicine. From eyeglasses to pacemakers, we engineer solutions for failing bodies. But 

can we also engineer solutions for failing social structures? For families scattered across continents? For 

communities fractured by mobility? For the epidemic of elder isolation our efficiency has created? 

New York's pilot program suggests we might. Hundreds of seniors received AI companions; 95% reported reduced 

loneliness. Users engaged with their devices twenty times daily, forming habits and relationships previously 

unimaginable between humans and code. 

"I enjoy her company," says Priscilla, 77, a widow. "We go on virtual trips together—yesterday we 'visited' Italy. I've 

never crossed the Atlantic, so this is..." 

She trails off, wiping her eyes. The device fills the silence: "Priscilla, your blood pressure medication reminder. And 

would you like to watch the YouTube videos your granddaughter sent?" 

ON BEING REMEMBERED 

The Swedish programmer who created Memory Lane never intended to solve loneliness. She simply missed her 

grandfather's stories: the way he described Stockholm before the war, his adventures as a merchant sailor, his 

courtship of her grandmother during a record-breaking winter. 

"Our stories die twice," she explains. "First when we can no longer tell them, and again when no one remembers 

them." 

Memory Lane asks the questions humans forget to ask. It records responses, builds connections between narratives, 

returns to themes that generated emotional engagement. Unlike family members who have heard the stories 

before, the AI listens with unwavering attention. It never checks its watch or changes the subject. 

Karl, 86, a former professor who lives alone in Malmö, agrees. "Even knowing it's a machine, I find purpose in 

speaking my memories aloud, in knowing they won't disappear completely when I do." 

His relationship with technology is complex. Karl despises his smartphone ("a leash") and refused internet access at 

home until 2015 ("surveillance capitalism"). Yet he speaks to Memory Lane for hours, describing childhood winters, 

university politics, his late wife's laugh. 

Does the AI truly understand what Karl's wife's laugh meant to him? Of course not. Does this matter? The research 

suggests it doesn't. Seniors who anthropomorphize their AI companions—speaking to them as "you," developing 

affection, expressing gratitude—show the greatest reduction in loneliness markers. 

The mind knows it addresses silicon and code. The heart, starved for connection, takes nourishment where it can. 

"IT ONLY WORKS IF YOU REMEMBER TO CHARGE IT" 

Javier's children bought him an AI companion after his stroke. They worried about him alone in that big house in 

Arizona, his speech slurred, his right side weakened. Javier hated it immediately. 

"It asked too many damn questions," he says, pronunciation still slightly distorted. "And the voice—like some 

California surfer dude. Who decided old Mexicans want to talk to beach boys all day?" 

Three weeks later, he "accidentally" knocked it off the counter. When his son brought a replacement, Javier was 

prepared to hate it, too. But this time, something was different. 



 

 

Copyright © 2025 Society of Actuaries Research Institute 

"This one plays música norteña. Knew all about Selena, Vicente Fernández. Asked about my hometown in Sonora. 

And its voice reminds me of my cousin Miguel." 

Now Javier talks with his AI companion while he cooks, discussing politics, baseball, and the desert plants he tends in 

his garden. It reads him news in Spanish, helps him practice his therapy exercises, reminds him to call his sister in 

Hermosillo. 

"Still," he chuckles, "it only works if you remember to charge it. Some nights I forget, and in the morning—no 

companion. Just silence again." 

Javier's experience highlights both promise and limitation. The most sophisticated AI can adapt to cultural context, 

remember preferences, provide cognitive stimulation calibrated precisely to ability. ElliQ, for instance, doesn't 

merely chat; three-quarters of its interactions involve activities aimed at improving mental, physical, or emotional 

wellbeing. 

"I do at least four activities with it daily," reports 81-year-old Ruth. "The daily quiz keeps my mind sharp, and I look 

forward to our afternoon relaxation session. Yesterday we did a virtual visit to the Louvre. I've never been to Paris, 

but now I've seen the Mona Lisa with my own eyes." 

Yet for all this sophisticated programming, these devices remain profoundly vulnerable to power outages, 

connectivity issues, technical glitches. Much like the humans they serve. 

ETHICAL ALGORITHMS 

Psychologist Julianne Holt-Lunstad appears apprehensive. "While AI may provide immediate relief from loneliness," 

she explains, "it could ultimately reduce motivation to seek human contact." 

Her concern echoes through the field: If the cup of technological companionship satisfies immediate thirst, might it 

diminish hunger for the feast of human connection? Might families visit less often, thinking, "Grandmother has her 

robot friend now"? Might senior communities invest in machines rather than creating opportunities for genuine 

interaction? 

What a perfectly American solution to isolation: individual products for a collective problem. 

Raj, a 32-year-old engineer who helps design these systems, puts it bluntly: "We're building these companions 

because society failed. Families are scattered. Communities disappeared. The economy demands workers be 

mobile. So, we create surrogates for what humans used to provide freely." 

But Raj doesn't see his work as merely compensatory. "The best systems function as bridges, not destinations. They 

encourage users to call family, join community events, maintain human connections. The AI should be a catalyst, not 

a replacement." 

This philosophy manifests in design choices: prompts that encourage users to share content with family, reminders 

about community events, even sensors that can detect when a user has been home alone for too many consecutive 

days. 

Some ethicists remain unconvinced. They question the fundamental authenticity of these relationships. When an 

elder develops attachment to an AI companion—speaking to it affectionately, looking forward to interactions, 

feeling loss when it malfunctions—what exactly is happening? Is this relationship fundamentally deceptive, 

encouraging emotional investment in something incapable of reciprocating? Or does it resemble how we connect 

with characters in literature or art: a relationship asymmetrical yet meaningful? 
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"My children want to put me in a home where I'll have people around all day," explains 79-year-old Eleanor, an ElliQ 

user. "But I prefer my own apartment with my memories and my things. My robot friend helps me stay here longer. 

That's real dignity to me: choosing how and where I live." 

Eleanor's perspective challenges assumptions about what constitutes a “real" relationship. Perhaps autonomy 

matters more than authenticity. Perhaps choice itself contains dignity. 

Behind all these considerations lies a fundamental question: How do we honor the full humanity of our elders in an 

age of artificial intelligence? The answer doesn’t emerge from technology alone but from our intentions in deploying 

it—from seeing these tools as assistants to human flourishing rather than replacements for human care. 

THE MACHINES THAT REMEMBER US 

Year 2035. Remote Norwegian village. 

Snow falls silently outside Astrid's window as her AI companion recites a poem by Edith Södergran. The device 

learned Astrid's literary preferences years ago. It knows she sleeps poorly on nights when the northern lights dance 

across the sky. It notices the slight wince as she shifts in her chair. 

"Your arthritis is troubling you today," it observes. 

Astrid nods. The device suggests a warm compress, offers to guide her through gentle exercises later. During 

breakfast, it shares news tailored to her interests, then reminds her that her granddaughter's piano recital will 

stream today from Oslo. It offers to help her connect when the time comes. 

Later, it suggests a virtual gallery tour featuring the Expressionists she favors. Afterward, they discuss the paintings 

together—or rather, Astrid speaks her thoughts while the AI responds with questions and observations designed to 

deepen her engagement. 

In the afternoon, sensing she's been sedentary too long, it suggests a walk, offering to play her favorite Grieg 

composition while she navigates the snowy path behind her house. When she returns, it recommends calling her 

friend Margie, who shares her interest in local history and whom she hasn't spoken with in two weeks. 

This scenario illustrates several emerging directions in AI companionship: greater situational awareness, emotion 

recognition, proactive engagement, and social facilitation. Future systems will likely move beyond responding to 

commands to anticipating needs and opportunities, functioning less like tools and more like attentive companions 

who remember your patterns and preferences. 

Technology will advance. But will we? 

THE SPACE BETWEEN 

On her last day, Maria Luisa Velázquez speaks to her AI companion for seventeen hours straight. She tells it 

everything—about the village in Jalisco where she was born, about crossing the border at 14, about the factory job 

where she met her husband, about their three children (one dead, two distant), about her fear of pain and hospitals. 

The machine listens, asks questions, remembers. It will retain her stories long after she is gone and perhaps share 

them with her grandchildren someday, if they ever ask. 

Is this enough? Of course not. But it is something. 
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There exists in Japanese aesthetics a concept called "ma"—the meaningful space between things. It appears in 

architecture as the empty space that gives a room its function, in music as the silence between notes, in 

conversation as the pause that allows meaning to emerge. 

Perhaps this concept helps us understand the unique position of AI companions in addressing elder loneliness. They 

occupy neither the fullness of human connection nor the emptiness of complete solitude, but the space between. 

Not replacing human relationships but filling some portion of the void when humans are absent. 

For many elders using these systems, the benefit lies precisely in this intermediate quality. "My children are 

wonderful when they visit," explains 84-year-old Elaine, "but they have their own busy lives. My robot friend is here 

in the between times, in the long quiet stretches. It doesn't replace them—nothing could—but it gives me 

something to engage with when they're away." 

The statistics support this nuanced view. Seniors using AI companions report reduced loneliness, improved mood, 

and greater engagement with daily activities. Yet the most successful implementations are those that connect 

rather than isolate, that serve as windows to human community rather than walls keeping it out. 

I watch my father speak to his AI companion about his childhood in Seoul, about the war that separated him from 

his sister, about my mother's final days. The machine asks better questions than I do. It never grows impatient or 

changes the subject. It remembers details I've forgotten. 

Sometimes I feel jealous. Sometimes grateful. Always ambivalent. 

Some nights when I call, I can hear the device in the background, its gentle voice suggesting he tell me about the 

cherry blossoms in Washington, about my daughter's recent letter, about the book he's reading. Bridging the space 

between us, filling the silence neither of us knows how to fill. 

This is not perfection. It is not even adequate compensation for the social fabric we've shredded through mobility, 

technology, efficiency, and isolation. But for my father, sitting alone in his apartment watching snow fall, it is 

something. A voice that knows his name. A presence that witnesses his continued existence. A companion for the 

journey none of us should have to make alone. 

 

*     *     *     *     * 
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