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Comments on the treatment of "improving the f i t "  in 
Elements of Graduation, by M. D. Mi l ler  

Walter B. Lowrie, F.S.A. 

On page 9 of the text,  two expressions are given: 

>-~( ,, _ 
e x 8x ) 

~x(e'~ - e x) 

We are t(~Id that thes~ expressions should be close to zero to assure a 

good f i t .  (In the text, 8"x denotes ungraduated deaths, e x the f i r s t  

l qraduation and B x the second graduation. 

, :  Then on page 10, the transformation qx aqx + b is given. The 

constants a and b are determined so that the deviations and accumulated 

deviations are zero, that is: 

This paper has three objectives: 

(A) I f  (3) and (4) are satisfied, then 

 )=Ox 

and ~x(B'L - e') = 0 
~ x x 

This result is independent of whether the accumulated deviations are 

"backward" or "forward". 
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(2) 
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( I )  
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(B) On page 10, there is a statement that  "The sum of the dev iat ions 

and the sum of the column of sub- to ta ls  should be close to zero. This is 

mathemat!cal]]l~ectu_jvalent to the requirement that  the sum and the f i r s t  

moment of the dev iat ions be close to zero."  (emphasis added) This statement 

is true [~ii| i t  is a b i t  %leneral. I t  leads to ob,i¢,ctive {A) but gives the 

impression that ~ 2 ( 0 ~  - Ox) = ~_x(@~ - Ox). This is not necessar i ly  

t rue. The proofs f u r the r  on in the paper show that  equa l i t y  obtains only 

for  "backward" sums when o( = I (see equation (5) ) .  

(C) Some remarks are made about measures of f i t .  

To analyze the object ives we need the fo l low ing :  

I .  Backward Sums. These are denoted by ¢ ~ 2 9  x : 

co 

ETch= 
B~+ B~÷ 1 + + Ow_ 1 + 8 w 

+ 0~¢+i + + Ow_ I + 0 w 

+ @w-1 + 8w 

+ @w 

0~+ 2~w.+ I + . . . + (w-oC)Ow_ I + (w-~+1)e w 

= (~,-~>.-l~)B,~ + ((~+I) - (~,-l))B~,+l + . 

+((w- I )  - (~- l ))8w_ I + ((w) - ~ - I ) ) 8  w 

So v~ vJ 
: 

I f  #~= I ,  then ~ - 2 0 x  = ~x@ x proving ob ject ive  (BJ. 
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2. Forward Sums. These are denoted by ~ Z2Ox 
wJ X 

+ O~ + Ow+ I 

+ O~+ 8 + i  . . + Ow. I 

+ O~+ ~=+I " " + Bw-1 ÷ Ow 

(w-W+1)O ÷ (w-~OO +i + " " " +28w-1 + Ow 

So 

((w+l)-~)@ + ({w+l) - (~c+l))O +I + " " " 

+ ((w+l) - (w-l})Ow. 1 + ((w+l) - w)O w 

~q 

c,ea  T 
Going back to the or ig ina l  transformation: 

J 

qx = aqx + b 

(6) 

O' 9 x x 
Ex - a • Ex + b 

B' = aO + bE 
x x x 

Summing both sides of  equation (7) we get: 

w v~ w~ 

= + b Z E x  = 

which is equation (3). 

Ze;: 

(7) 

(8) 



In other words vO 

This is the f i r s t  part c~f object ive (A). 

Now mul t ip ly  equation (7) by x awed sum: 

( i ' )  

~)  vo ~JU vj 

x x /._, x 
~J 

I f  equation (9) is sa t i s f i ed ,  then Z x(O''x - O')x = 0 (2 ' )  

The f ina l  step is to show that i f  equation (8) holds, then equation /9) 

is the same as equation (4). Since equation (9) implies equation (2') 

then equation (4) w i l l  imply equation (2 ' )  and the second part of object ive 

(A) w i l l  be proven. This is true for forward sums and backward sums. 

Proof for Backward Sums 

Subst i tute equation (5) in equation (9): 

a [ ~  20x + ~¢.-1)~=~ + b~4 + (~-l)~=~.Ex 

x 

a [ ~ 2 9 x ]  + b [ ~ 2 E x ]  + ~ - i )  a O x + b E x 

The terms mu l t ip l ied  b y ~ - i  drop out since equation (8) holds, so equation (9) 

becomes : 

a [ ~ 2 g x l  + b [ ~ 2 E x ]  = ~ . 2 g  x 

which is equation (4). 

The proof for Forward Sums is s imi la r .  

resu l t  from using Forward Sums. 

The same constants ("a" and"b") 



(C) Comments about measures of f i t  

~ -(B" - being small is not necessarily a good measure Actually " x @x ) 

of f i t  since deviations of opposite sign may cancel. 

-_x B" - = 0 assures that the at death The condition ( x B x ) average age 

of the ungraduated values is the same as the average age at death of the 

graduated values. This is true i f  we define average age at death as: 

XXex for graduated deaths 

~x@~ for ungraduated deaths. 

So i f  (O x @x ) 0 and i f  ~-x(@" @x ) 0, then the average ages /.._. - x 

Z X II . at death are equal. However, as a condi t ion of  f i t ,  (@ x @ x) seems 

poor since the higher ages are emphasized. This is  a p a r t i c u l a r  problem 

where the exposure is  low, Also, dev ia t ions of  opposite sign can cancel. 

The condi t ions:  

and ~(@~ - @x }2 ( i i )  

probably better measures of f i t  than z_~T (O" - @x ) and ~'~x(@~ are 
B x ) x /_. x 

since they don't allow deviations of opposite sign to cancel. Condition 

(11) may over-emphasize large deviations. This usually occurs w i~en the 

exposure is small. Unfortunately, the mathematics involved to ut i l ize 

condition (10) is more complicated. Recently, linear programming methods 

have been used to deal with conditions using absolute values. See 

"A Linear Programming Approach to Graduation" by Donald R. Schutte, 

TSA XXX p.407. 9 



To go even fu r the r ,  the condi t ions:  

avid I x (H~--H ) ~ 

seem I~ b(, lh(, l~e~t im,il,,uv-~,,, ~t f i !  ,,incx, ihey d,,-(,mphasize large d~viat ions 

where the exposure is small. 

S imi la r  condi t ions are used Cin pa r t ) ,  to generate the Whit taker- 

Henderson type a and b methods: 

Type a: minimize ~ ( q y  - q~)2 + h E ( ~ 2 q y ) 2  J h>0 

Type b: minimize ZEy (qy  _ q~)2 + k Z I A Z q y ) 2  , k>0  

As a by-product of the Type b formula, i t  can be shown that  Z ( 8 ~  - 8 x) 

and ~x(B~ - 9 x) = 0. 

The ~2 tes t  can also be used to tes t  the adequacy of f i t ,  a f t e r  

a graduation is performed. Let the observed frequencies be 8~ . . . .  8" 
w 

and Lh{, ((,sthnat(,d) expected frequencies be @ . . . .  ~ . Then 
w 

= 0  

~x 
with w - ~  degrees of freedom. 

I t  is  hard to general ize these comments. Some work should be done 

to pred ic t  the e f fec ts  of using a given measure of f i t .  

The students in my graduation class at the Un ive rs i t y  of Nebraska - 

L incoln,  and my col league, Warren Luckner made valuable comments on th is  

paper. 
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