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SOA Antitrust Compliance Guidelines
Active participation in the Society of Actuaries is an important aspect of membership.  While the positive contributions of professional societies and associations are well-recognized 
and encouraged, association activities are vulnerable to close antitrust scrutiny.  By their very nature, associations bring together industry competitors and other market 
participants.  

The United States antitrust laws aim to protect consumers by preserving the free economy and prohibiting anti-competitive business practices; they promote competition.  There 
are both state and federal antitrust laws, although state antitrust laws closely follow federal law.  The Sherman Act, is the primary U.S. antitrust law pertaining to association 
activities.   The Sherman Act prohibits every contract, combination or conspiracy that places an unreasonable restraint on trade.  There are, however, some activities that are illegal 
under all circumstances, such as price fixing, market allocation and collusive bidding.  

There is no safe harbor under the antitrust law for professional association activities.  Therefore, association meeting participants should refrain from discussing any activity that 
could potentially be construed as having an anti-competitive effect. Discussions relating to product or service pricing, market allocations, membership restrictions, product 
standardization or other conditions on trade could arguably be perceived as a restraint on trade and may expose the SOA and its members to antitrust enforcement procedures.

While participating in all SOA in person meetings, webinars, teleconferences or side discussions, you should avoid discussing competitively sensitive information with competitors 
and follow these guidelines:

• -Do not discuss prices for services or products or anything else that might affect prices

• -Do not discuss what you or other entities plan to do in a particular geographic or product markets or with particular customers.

• -Do not speak on behalf of the SOA or any of its committees unless specifically authorized to do so.

• -Do leave a meeting where any anticompetitive pricing or market allocation discussion occurs.

• -Do alert SOA staff and/or legal counsel to any concerning discussions

• -Do consult with legal counsel before raising any matter or making a statement that may involve competitively sensitive information.

Adherence to these guidelines involves not only avoidance of antitrust violations, but avoidance of behavior which might be so construed.  These guidelines only provide an overview 
of prohibited activities.  SOA legal counsel reviews meeting agenda and materials as deemed appropriate and any discussion that departs from the formal agenda should be 
scrutinized carefully.  Antitrust compliance is everyone’s responsibility; however, please seek legal counsel if you have any questions or concerns.



Presentation Disclaimer

Presentations are intended for educational purposes only and do not replace independent 
professional judgment. Statements of fact and opinions expressed are those of the participants 
individually and, unless expressly stated to the contrary, are not the opinion or position of the 

Society of Actuaries, its cosponsors or its committees. The Society of Actuaries does not endorse 
or approve, and assumes no responsibility for, the content, accuracy or completeness of the 

information presented. Attendees should note that the sessions are audio-recorded and may be 
published in various media, including print, audio and video formats without further notice.



Agenda

1. A brief introduction to neural network

2. Rediscover Black-Scholes with neural network

3. AAA scenarios and CTE optimization
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A brief introduction to neural network



History of neural network
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• Neural Network research goes way back

• Only became particularly useful during last decade
• Image recognition
• Natural language processing

• Why now
• Faster hardware: GPU, TPU, Neural Engine
• Better software: improved network architecture, new 

activation functions, robust optimizer, modern 
software framework (tensorflow, pytorch etc.) 

• Bigger data to work with
• Active community support, critical mass of interest

50’ perceptron

mid 70’ backpropagation

mid 90’ convolutional neural network

2009 ImageNet

2015 ResNet

2016 AlphaGo



How to train neural network
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Forward pass - calculate loss

Backpropagation - adjust weights

Sigmoid activation function

• Large labeled dataset

• Keep adjusting weights 
until desired outputs

• Gradient based weight 
adjustments



Rediscover Black-Scholes with neural 
network



Future greeks
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• Stochastic modeling is commonly used by 
actuaries

• Traditionally, nested stochastics is needed 
when calculating value/greeks for future node

• Nested stochastics with outer loop/inner loop 
setup is extremely computational intensive

• Least Square Monte Carlo. Reduce inner loops 
size by curve fitting. 

• Some attempt to use neural network for the 
fitting



Train NN to produce Black-Scholes
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• Question: How would you manage market risk from financial options if Black-Scholes has 
NOT been invented?

• Answer: Deep learning and AI

• An algorithm to train neural networks to discover the future greeks of financial options
• The inputs of the process are:

1. One set of economic scenarios. Could be real world. Shocked scenarios are NOT needed
2. Option cash flow associated with each scenario
3. That’s it. We do NOT need any prior knowledge of Black Scholes formula. 

• The output of the process is a trained neural network, with times and index levels as inputs, delta as 
output. 

• The training setup is original. We do not have a target output for neural network itself
• Instead, the training target is at batch level, where delta neural network is applied multiple times

• We want the after hedge g/l the same among all scenarios (highest hedging effectiveness)!



Training setup, an example
• One year (252 days) at the money European call option
• 2% interest rate
• 4096 scenarios, daily time step, 0% drift and 16% volatility

• The drift rate is different from risk free rate
• The delta network has 

• two inputs, time and index level
• two hidden layers (16 nodes and 8 nodes, tanh activation)
• One output, sigmoid activation, which will be trained as delta

• The training target is set up at batch level
• 252 delta networks with shared weight to calculate delta at each time step
• G/L of delta hedge is calculated
• Then the after hedge cost of the options is calculated as the sum of hedge G/L and payout
• The loss function is the variance of after hedge cost 
• The average after hedge cost is the risk neutral price at time zero

Jupyter notebook at https://colab.research.google.com/github/yufeng66/FutureGreeks/blob/master/SOA_talk_lognormal_scenario.ipynb
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Training result (1)
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• The program is developed with 
pytorch framework, using AdamW
and LBFGS optimizer

• Only takes seconds to train on 
google Colab

• The neural network delta matches 
Black Scholes formula extremely 
well.

• The neural network delta also 
extrapolates well

• The neural network independently 
rediscovered Black-Scholes formula!



Training result (2)
Before Hedge Hedged with NN Hedged with BS

Mean Std Mean Std HE Mean Std HE

Training scenarios 6.258% 10.053% 7.353% 0.350% 96.518% 7.366% 0.366% 96.362%

Validation scenarios 6.237% 10.014% 7.353% 0.349% 96.514% 7.366% 0.363% 96.377%

risk neutral scenarios 7.329% 10.900% 7.350% 0.352% 96.767% 7.351% 0.365% 96.651%
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• Hedge effectiveness with neural network is actually slightly better compared to Black-Scholes, even 
for out of sample scenarios

• The after hedge mean is very close to the Black-Scholes formula price of 7.352%

• We can now calculate future delta for a real world scenario set



AAA scenario and CTE training target



AAA scenario
• 25 year put option, strike at 3 with initial index at 1
• AAA scenario for US Diversified Equity
• Still deterministic interest rate of 2.5%

• The delta network has 
• three inputs - time, index level and short volatility
• two hidden layers (24 nodes and 12 nodes, tanh activation)
• One output, sigmoid activation, which will be trained as delta

• Similar training setup
• But need to approximate the daily rebalancing to get good hedge effectiveness

Jupyter notebook at https://colab.research.google.com/github/yufeng66/FutureGreeks/blob/master/AAA_scenario_25yr_put.ipynb
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Training result, std target
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• Neural network delta curve is still similar to 
Black-Scholes delta

• Hedge Effectiveness is not as good as 
lognormal scenario case, most likely due to 
the randomness in volatility which is not 
hedged

• CTE98 decreased but CTE70 increased

Mean Stdev HE CTE70 CTE98

Before hedge 8.21% 22.80% 27.35% 109.81%

After hedge 74.69% 3.44% 84.92% 78.53% 85.65%



CTE optimization
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• CTE 98 can be used as optimization target

• The hedge size is smaller, or more positive delta 
due to high scenario drift

• Both CTE 70 and CTE98 decreased. But hedge 
effectiveness also decreased as a tradeoff

Mean Stdev HE CTE70 CTE98

Before hedge 8.21% 22.80% 27.35% 109.81%

Std hedge 74.69% 3.44% 84.92% 78.53% 85.65%

CTE hedge 68.20% 4.65% 79.63% 73.57% 80.65%



CTE98 vs CTE70 trade off
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• We can also use a blended optimization target of 
CTE98 and CTE70

• When the target overweight on CTE70, we don’t 
need to hedge

• As target weight shift towards CTE98, hedge 
effectiveness increase, the CTE70 increase and 
the CTE98 decrease.

• We can value the option in a blended risk neutral 
world and real world by choosing different 
hedging strategy



Discussion and Conclusion
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• We applied the technique to other options with more exotic features such as call spread, Asian, 
High Watermark and rainbow, etc. The same technique works with various degrees of success. 

• The technique also works on a portfolio of options. 
• We expected dynamic actuarial assumptions can be handled as well. 
• For path dependent options, it is possible to structure the neural network to extract the path 

dependency automatically. But it is best to provide additional relevant inputs to the delta network. 
• We will need to model interest rate hedge asset too, if stochastic interest rate is used.

• Pros
• Efficient algorithm to produce future greeks with minimum requirement of data input.
• Ability to explicitly dynamic hedge to statutory capital.

• Cons
• Reproducibility. Need to watch out for optimizer stability
• Black box natural. Not much intuition on individual neuron outputs.

Discussion



21

• Given a lognormal scenario set, the algorithm can rediscover Black-Scholes delta curve 

independently

• The neural network can calculate risk neutral hedge position and price with real world scenarios

• The neural network also works well with the AAA scenario

• There could be further savings on CTE 98 if we optimize for it directly

Conclusion



Disclaimer

The information provided is for educational purposes only and should not be construed as tax, 
legal or financial advice or guidance.
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