
Comparison of Risk 
Assessment Methods  
General Cons deratlons 

There exist a number of general considerations be- 
yond predictive accuracy when selecting a risk assess- 
ment method for use in risk adjustment. In particular, 
these issues relate to the practical side of this process, 
such as whether it can be implemented and adminis- 
tered, whether the data exist to support its application, 
and what types of incentives does it provide to perform 
risk selection, game the system, or to promote efficient 
health care. 

We identified four general criteria for comparing 
methods: 
1. Practicality~administrative cost. A risk adjustment 

system cannot be so complex and costly that it can- 
not be applied under real life circumstances. It 
should be understandable and somewhat straightfor- 
ward to explain and apply. Furthermore, the data 
required for the approach must be readily available 
or feasible to obtain or develop at a reasonable cost. 

2. Ability to restrict manipulation. A system should 
limit the ability of health plans to benefit financially 
by "gaming" the system. The model should rely on 
data that are objective and easily validated. 

3. Timeliness and Predictability. In setting premiums, 
health plans should be able to predict with some 
accuracy the amount of the carrier transfer and how 
it will affect their premiums. 

4. Incentives for efficiency and quality care. A risk ad- 
justment system should provide no disincentive for 
providing efficient and high-quality care. 

We compare each of the methods based on these prin- 
ciples below. 

A. Practicality/Administrative Cost 
The age and sex model is the most practical of the 

methods evaluated. Most health plans currently collect 
demographic information on each enrollee. The data are 
readily available and only require updates for those in- 
dividuals leaving or joining a plan. One potential data 
problem with demographic models is the plan's ability to 
maintain the required information at the enrollee, rather 
than subscriber, level. However, if present, this problem 
creates even greater difficulties for the diagnosis-based 
methods. 

Each of the ACG and DCG models compared have 
similar characteristics related to these practical criteria. 
All of these models require a listing of the individual's 
prior diagnoses coded using the ICD9-CM system. While 
the ACG and ADG systems rely on ambulatory diagno- 
ses, the ADCG, EDCG, ADCGDX and EDCGDX mod- 
els require both inpatient and ambulatory information. 
The PIPDCG model requires only inpatient data. 

In contrast to age and sex, all of the diagnosis-based 
models would be more expensive to administer, ini- 
tially and on an ongoing basis. Costs would vary 
depending on whether plans currently collect and main- 
tain these data. Since the PIPDCG model requires only 
the collection of inpatient data, costs would be ex- 
pected to be relatively lower for this approach than the 
other diagnosis-based methods. 

In terms of understandability, all of the diagnosis- 
based systems involve complex algorithms which 
group diagnoses for assignment to ACGs, ADGs or 
DCGs. However, the grouping algorithms all follow a 
systematic logic and could be made available to all 
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plans. With a modest investment of  time, all plans 
should be able to gain some understanding of each of  
the systems. The ACG and DCG researchers' emphasis 
on an "open-architecture" in developing and applying 
their models should help in this regard. 

Of the diagnosis-based models, those relying on am- 
bulatory diagnoses are less practical from the perspec- 
tive of data availability. There does not currently exist 
significant uniform or centralized collection of the 
ICD9 codes associated with ambulatory encounters. 
Some carriers, including Medicare and selected na- 
tional carriers, are the exception and employ common 
standards in recording this information. However, 
given the potentially large number of insurance carriers 
participating in a risk adjustment system, and the likely 
diversity in the sophistication of their data systems, sig- 
nificant problems could exist in obtaining both consis- 
tent and high quality information on ambulatory 
diagnoses? 

Ambulatory diagnoses may not be readily available 
for other reasons. For example, some HMOs use salaried 
physicians or capitated payments and do not maintain 
ambulatory care encounter data. Further, ambulatory di- 
agnoses for those individuals uninsured in a previous 
period or insured in another region of the country not 
participating in the risk adjustment system may be dif- 
ficult to obtain, an issue particularly relevant for pro- 
spective risk assessment applications. 

In contrast, inpatient data are more generally avail- 
able and are maintained by nearly all health plans, in- 
cluding HMOs. These data are typically recorded in a 
more uniform way and are often maintained by state 
entities for different purposes such as rate regulation 
(for example, Massachusetts, New York, and Mary- 
land)? While ambulatory data are recorded primarily 
by physicians and physicians' offices using various 
guidelines, inpatient diagnoses are recorded by hospi- 
tals using well-developed industry standards. As a re- 
sult, PIPDCGs, which rely solely on inpatient data, 
have some advantage here. 

The accurate application of the diagnosis-based 
models in a risk adjustment transfer process requires 
consistent data recording across all plans involved. In 
particular, if plans differ in their ability to capture all 
of the data required or in the "intensity" of their coding 
practice, as measured by the use of three- versus four- 
or five-digit level ICD9 codes or the typical number of  
diagnoses recorded per encounter, the assignment of  
individuals to risk groups can be affected. Consistency 
in coding may be most important to the ACG and ADG 
models where additional diagnoses might lead to a 

greater number of ADG assignments and potentially a 
higher ACG. The DCG models are somewhat less sen- 
sitive to these differences, given that they assign each 
enrollee to only one DCG, based on the single, highest 
cost DCG identified. However, the high-cost coexisting 
conditions used in some of the DCG models 
(ADCGDX and EDCGDX) are additive in nature (an 
individual can be assigned to multiple conditions) and 
also have a potential for variations in risk assignments 
with variations in coding practice. 

Our simulation of a risk adjustment transfer process 
described in Chapter V underscores the need for consis- 
tent and complete data for applying the diagnosis-based 
methods. We found the estimated transfers between 
pools to differ greatly between those methods employing 
ambulatory diagnoses and the other methods used in this 
particular analysis. The results using age and sex or 
PIPDCGs were markedly different than those obtained 
using the ADG or the EDCGDX models. These differ- 
ences were traced to the likely ability of the plans to 
capture claims data from all ambulatory encounters and 
possibly the propensity of the plans to provide a differ- 
ent mix of preventive and some primary care services. 

In general, we found the diagnostic codings included 
in the study data to be of reasonable quality and inten- 
sity (as measured by the high proportion of valid cod- 
ings and the relationship between expenditures and 
availability of  codes for an individual). Differences in 
ambulatory coding were observed for some plans. 4 As 
might be expected, the inpatient diagnostic information 
was in better shape than the ambulatory codings. Given 
the requirements of the carriers for participation in the 
study (they had to at least have some of the information 
available), these carriers may be above average in 
terms of maintaining the data required to support these 
methods. We discuss the data issues for risk assessment 
and risk adjustment in greater detail in Appendix B. 

In summary, there are clear practical advantages to 
the use of age and sex and other demographic models 
in performing risk assessment. All of  the diagnosis- 
based models face potential problems in terms of the 
availability and consistency of the data used to group 
enrollees. Of these models, the PIPDCG method has 
some advantage, given its reliance on only inpatient 
data. Methods relying on ambulatory diagnoses face 
more significant challenges before they can be used in 
a risk transfer process. 

Despite this assessment, the further outlook for the 
data used by the diagnosis-based models is good. In 
response to the demands of large employers and con- 
sumers and in an effort to understand and analyze their 
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expenditures on health services, plans are moving to- 
ward improving data collection capabilities. Further, 
any major health reform effort will likely require the 
development of a uniform national data collection sys- 
tem for both inpatient and outpatient events (Fowles, 
et al., 1994). These trends would be expected to en- 
hance greatly the availability and quality of  the data 
required to support the use of an ACG or DCG model 
in performing risk assessment. 

B. Ability to Restrict Manipulation 
Age and sex information can be verified through an 

audit process and is thus least likely to be manipulated. 
For ACGs, ADGs and DCGs, it is possible that ma- 

nipulation through upcoding could occur, as has oc- 
curred with many DRG payment systems. Given the 
greater uniformity in recording inpatient diagnoses and 
the smaller number of claims, this information may be 
more difficult to game and is certainly simpler to audit. 

Audits of coding practice could constrain gaming be- 
havior. Further, many argue that any risk adjustment 
system involving competing carriers will be self-polic- 
ing. If a particular carrier is consistently upcoding di- 
agnoses for the purposes of increasing payments, other 
carriers are likely to observe this and complain about 
this practice. Although significant abuse may be easy 
to detect, it remains to be seen whether plans or a reg- 
ulator can identify more subtle manipulation of coding 
information, particularly for ambulatory encounters. 

C. Timeliness and Predictability 
In setting premiums and negotiating contracts, plans 

would require sufficient information about the likely 
risk transfers on a timely basis. In comparison to age 
and sex, the diagnosis-based methods would require 
significantly greater time in performing the data col- 
lection and analysis required for risk assessment. 
Smaller differences in predictability would exist be- 
tween the diagnosis-based methods. 

One practical issue related to this criteria is the dif- 
ference between the time period for which inpatient 
episodes and ambulatory encounters occur and the 
point at which these data are available for risk assess- 
ment. This is particularly valid for a prospective system 
where risk transfers are determined in advance of the 
rating year. In our study, we used data from 1991 to 
predict costs for 1992 under a prospective design. 
However, it is highly unlikely that data for the previous 

year would be available for use in setting payments for 
the following year. If the data were available, a more 
realistic evaluation of a prospective design would in- 
volve using data for a year to predict expenditures two 
years later. Predictive accuracy would be expected to 
decrease relative to our findings under such an appli- 
cation. 

For retrospective risk adjustment, where a settlement 
is made following the year to be adjusted, the time lag 
required to perform risk assessment is still important 
due to issues of  equity surrounding those insureds no 
longer in the risk pool at the time of settlement. In 
addition, deferral of transfer payments could raise sol- 
vency concerns for some carriers due to the slim mar- 
gins in most health insurance premiums. 

D. Incentives for Efficiency and 
Quality of Care 

Different risk assessment methods can provide dif- 
ferent incentives for both the quality of health care 
services provided to beneficiaries and the efficiency 
with which they are provided. These incentives derive 
from the relationship between the type and number of 
health services provided and the assignment of an in- 
dividual to a risk group. In this way, the age and sex 
model can be considered to be incentive-neutral--the 
provision of  health services is unrelated to the variables 
used in determining the risk group assignment (age and 
sex) .  5 

In comparison, diagnoses result from the number and 
mix of medical encounters an enrollee experiences in 
a year, both inpatient and outpatient. Since risk group 
assignments (and transfer payments) under diagnosis- 
based models are determined by the diagnoses ob- 
served for a group of individuals, health plans may 
have an incentive to provide or not to provide particular 
services to their beneficiaries. In particular, if the pres- 
ence of  an additional service results in an alternative 
risk group assignment for an individual, and the addi- 
tional risk payment (weight) attached to that group ex- 
ceeds the cost of providing the service, a plan has an 
incentive to provide that service. If the cost of the serv- 
ice exceeds the additional risk payment then plans have 
an incentive to withhold the service. 

The incentives for efficiency and quality can vary 
depending on whether a model is used in retrospective 
or prospective risk assessment. We discuss first these 
issues for retrospective applications. 
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1. Retrospective Models 
Under retrospective risk assessment, the risk assigned 

to a plan will more closely reflect their actual claims 
experience. As a result, plans may have a greater incen- 
tive to increase cost or utilization in order to achieve a 
higher payment at the end of the year. They also have 
a lesser incentive, in general, to be efficient. For ex- 
ample, under a retrospective ACG or ADG model each 
service producing a different type of diagnosis could 
result in an additional payment. 6 This is particularly true 
for individuals with ACG 52 (no ADGs), where no risk 
weight or payment is attached under a retrospective ap- 
plication. A single patient encounter would result in an 
ADG and a positive payment. 7 

One characteristic of DCG models that reduces the 
incentives for inefficient use of health services is the 
assignment of each enrollee to only one DCG, based 
on the single, highest cost DCG identified. In this way, 
additional services beyond that related to the highest 
cost diagnosis have no effect on risk group assignment. 
The high-cost coexisting conditions used in some of 
the DCG models (ADCGDX and EDCGDX) are the 
exception, where an individual can be assigned to mul- 
tiple conditions. 

Alternatively, another characteristic of some DCG 
models may increase the incentives for inefficient care. 
In particular, the EDCG, EDCGDX and PIPDCG mod- 
els explicitly distinguish inpatient from outpatient di- 
agnoses when assigning risk. Since inpatient diagnoses 
are typically assigned to a higher cost group, these 
models may provide an incentive to treat patients on 
an inpatient rather than outpatient basis. (The ADCG 
and ADCGDX models do not distinguish between in- 
patient and outpatient diagnoses.) The PIPDCG model 
is most susceptible to this problem in that it only rec- 
ognizes inpatient information, while the EDCG and 
EDCGDX models give some weight to ambulatory di- 
agnoses. As described previously, the DCG models do 
exclude a significant number of lower cost inpatient 
diagnoses from assignment to a higher DCG. In fact, 
35% of all individuals in our data with an inpatient 
admission were assigned to the same PIPDCG as those 
without an admission. As a result, the PIPDCG model 
provides no incentives for admitting patients with these 
diagnoses in order to receive a higher risk score. It is 
unclear to what extent these types of incentives have 
been completely eliminated. 

2. Prospective Models 
Prospective models potentially provide some of the 

same sorts of incentives for inefficient care as those 
described above for retrospective models. An addi- 
tional outpatient visit or inpatient stay might provide 
an increased payment in the following year. However, 
the major difference between the incentives under ret- 
rospective versus prospective risk assessment is the 
link between the risk group assigned to an individual 
and the weight attached to that group in determining 
risk adjustment. 

Under retrospective adjustment, the risk weights are 
more closely linked to the services provided, since the 
diagnoses and expenditures used in assigning individ- 
uals into risk groups and computing weights are from 
the same time period. For prospective models, this 
year's diagnoses are linked to next year's expenditures. 
As a result, the weight for a risk group is typically 
lower under prospective applications due to some re- 
gression toward the mean, particularly for risk groups 
with higher expected costs in the previous year? For 
example, using the PIPDCG model for a pool in the 
study, we estimated retrospectively a risk weight of 
$12,760 for PIPDCG 8. The prospective risk weight 
for this DCG using the same set of data was $3,737. 
Given this, it is less likely under a prospective design 
that the additional risk weight triggered by a service 
would exceed the cost of providing that service. Since 
the risk assigned to a plan is less closely tied to actual 
claims experience, there are greater incentives for ef- 
ficiency under prospective risk assessment. 

In terms of quality, while there may be some incen- 
tive to do more under retrospective risk assessment, 
there may be some incentive to do less under prospec- 
tive models. Since the risk assigned to a plan will less 
closely reflect actual claims experience, plans may have 
an incentive to restrict care for those patients where 
treatment costs greatly exceed risk payments received. 
It is unclear to what extent these incentives would influ- 
ence the quality of care, however, the direction of this 
incentive likely favors retrospective models. 

Finally, the incentives for providing efficient and 
high quality health care are intertwined with the pre- 
dictive accuracy of a risk assessment method. If plans 
are to be induced to compete on efficiency and quality 
of health services rather than selecting risk, they need 
to be adequately compensated for the risks they insure. 
To do this, it is necessary to have reliable and accurate 
methods for determining risk adjustment payments to 
health plans. 
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E ND N O T E S  

1. With demographic models, the lack of  information at the 
enrollee level can somewhat be offset by distinguishing 
individual subscribers from those with one or more de- 
pendents. For example, the New York state risk adjust- 
ment system uses the age and gender of the subscriber 
and whether the family unit is an individual or an indi- 
vidual plus dependents as risk factors. 

2. Surveys indicate that most managed care plans should be 
able to produce some information on ambulatory diagnoses, 
with the exception of  staff and group model HMOs. In 
general, self-insured, indemnity and PPO plans may be 
somewhat less likely to record these data in centralized 
administrative files. We could not identify any research ex- 
amining the quality of  the data collected or its consistency 
across plans. See Fowles et al., 1994, for further discussion 
of these issues and the general considerations in comparing 
risk measurement methods, including some estimates of the 
costs required to maintain the necessary data. 

3. All diagnostic information required for PIPDCGs is con- 
tained in the Uniform Hospital Discharge Dataset, which 
many states and health plans currently use to record in- 
patient episodes. 

4. As described in Chapter III, for one carrier, it was clear 
that insufficient ambulatory ICD9 codes had been recorded. 
These data were excluded from the analysis. Further, we 
did observe some differences in the coding of ambulatory 
diagnoses for selected pools in the data analyzed. These 
differences did have an impact on the results of a simula- 
tion of risk transfers, as described in Chapter V. 

5. It could be argued, however, that the use of  age and sex 
for risk assessment may have some impact on incentives 
for efficiency and quality. This link relates to the poten- 
tial inaccuracies introduced by the method. For example, 
if plans with relatively higher risk enrollees are not re- 
imbursed equitably under a risk adjustment process, they 
would be constrained to provide lower cost care, poten- 
tially of  lesser quality. On the other hand, if payments 
to plans with lower risk populations are high relative to 
the risk they enroll, they may have less incentive to pro- 
vide efficient care. However, under such a scenario, they 
would have the financial means to provide higher quality 
care. 

6. Since common diagnoses are grouped into the same ADG, 
additional visits for the same problem or condition will 
not produce an additional risk value. 

7. Of course, this problem could be remedied in part by at- 
taching a positive weight to ACG 52, perhaps varying by 
age and sex. This was not a problem for the ADG model 
we tested, because we included age and sex in addition 
to ADGs. As a result, those without an ADG still received 
some payment related to their age and sex. 

8. It is possible that the additional risk weight attached to an 
additional service such as a short office visit can be 
greater for a risk group under a prospective versus a ret- 
rospective application. Again, this is a result of regression 
toward the mean, where those with previously low ex- 
penditures and a risk group with low expected costs in a 
previous year have expenditures somewhat closer to the 
mean in the following year. 

~Z Comparison of Rish" Assessment Methods--General Considerations 75 


