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ABSTRACT 

Let G'[a) be the multivariate copula of a distribution function lt(z) = C(F(z)) where F(x) = 

(Fl(zl)  ..... Fp(zp)) T are continuous marginal distributions. Given a random sample X i for i =1 ..... n 

we will construct an estimate ~ 1 )  based on kernel distribution estimators of H(z) and F(z) and we will 

show that for all uE R p, CYn(t) ~ C(.) a.e. as n - .  oo. 

I. INTRODUCTION 

Let p ~ I be an integer and let X = (XI,...,Xp) T be a random vector that maps a probability 

space (f/, ~r, p) into (R p, ~P) where ~P are the Borel sets of the p-dimensional Euclidean space R p. 

The distribution of X evaluated at z = (•1 . . . . .  Zp) T E R p will be denoted as H(z) -- P ( X ~  z), where 

X ~  z if and only if X k_~ z k V k~-I ..... p. The marginals of H(z) will be denoted as Fk(zk): 

P(X k ~_ zk) for /c=l,...,p. We suppose that H(z) is continuous V zE R p. We start the discussion with 

a lemma about continuous distribution functions that is useful in the ensuing discussion. 
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[ , emma 1.1. The  following three conditions are equivalent for any p > 1: 

i) //(z) is cont inuous  '¢ s E  R p, 

ii) //(~) is uniformly cont inuous  on R p, 

iii) F(z) is uniformly cont inuous on R v. 

Proof: It is obvious tha t  ii) implies i). T h a t  iii) implies ii) follows from the inequality I It(z) - H(~) J 

-< ~ I Fk(rk) - Fk(~/k) I • This  well known inequality m a y  be found in Schweizer and Sklar (1983, p. 
k = l  

82). it is well known tha t  F(z) is uniformly continuous on R p whenever FCz ) is cont inuous VzE R p. 

Therefore, it is sufficient to show that  i) implies that  f~z) is cont inuous VzE R p. Let ~ > 0 and z, 

z* E R. Let vk(z ) = (x* . . . . .  z*, z, x* ..... z*) T be a vector with the k - t h  coordinate equal to z and  all 

other coordinates equal to z*. There exists 6 > 0 such tha t  if h E R p and II A II = a M~< p I hk I -< 6 

then I / / ( u k ( x ) + / i ) - - H ( v k ( z ) - - A ) j  < c / 3 .  Also there exists ~* E R  such t h a t l F k ( z +  O -  

H(vk(x+6) )  I < e / 3  and I F k ( x - 6 ) - - H ( v k ( x - 5 ) )  I <~ /3 .  Therefore, if Ih l  < 6  then ]Fk(x+h )-  

F k ( ~ -  h) I -< I ~'k(x + 0 - 1/(vk(x + 0 )  1 + I F,(~ - 0 - ~ ( v ~ ( ~ -  O) l + I H ( , , ( x  + O)  - 

//(u~(x-6))l <_c/3 + ~ / 3  + ~ / 3  = ~. So Fk(z ) is continuous V z E  R a n d  V k=l  . . . . .  V. • 

Let u E  R v. Define C-'(I) = P(Jr~X) < u). Then G(w ) is a distribution function with uniform 

marginals .  Lemma  1.1 s ta tes  tha t  C(a) is uniformly cont inuous on R p because the marg ina ls  are 

continuous.  Sehweizer and  Sklar (1983) call the function C(a) a p -  dimensional  copula. An example  

of a copula is C(a)= f i  u k and another  is C(a)=Min(u 1 ... . .  up) where a E  [0, 1] p. Examples  of 
k = l  

2 - d i m e n s i o n a l  copulas m a y  he found in Barnett  (1980). Note tha t  a copula relates a mul t ivar ia te  

distr ibution function to its marginals .  T h a t  is 

u(~) = c ( ~ . ) ) .  (1.1) 

This  identity is true because F(z) is uniformly continuous on R v and so P ( X <  z) = P(F(X) < b"(z)) = 

G(F(x)). For u E [0, 1], define F~" l(u) = inf{r E { - co, co]: F(x) _~ u}. For I E 10, 1] v, define F -  l(a)  

= (F  l- l(•l) ..... F~- l (up))T.  Then  another  useful identity is 

~ , )  = ~(F-  ~(,)). (1.2) 
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This identity is true because F o  F - l ( I )  = a. We now present some results about kernel distribution 

estimators of distribution functions. 

2. KERNEL DISTRIBUTION ESTIMATORS 

Let X i = (Xti ..... Xpi) T for i=1,2 .... be a sequence of independent and identically distributed 

random vectors each with a distribution equal to H(z). With a finite sample X l ..... X~, we can est imate  

H(z) with the empirical distribution function 

i = l  

For any z E  R p, ~/nCz) converges to H(z) almost everywhere (a.e.). This implies that H,  =~ H a.e. as 

n--*oo where the notation ::~ means that the sequence of distribution functions converges weakly. Let 

6o(z )=I (z~  0) denote the distribution function of a measure that assigns unit mass at 0. Let K•(z) for 

n= l ,2  . . . .  be a sequence of distribution functions such that K n =~ 6 0 as n~co .  This definition of a 

kernel sequence is a generalization of one presented in Ran (1983), A trivial example of a kernel 

sequence is one where K.(z) -- ~n (z) ¥ n=1,2 .... A kernel distribution est imator of H(z) is 

= f K,(~- ~,) d~,,(7). (2.2) i/,,(z) 
RP 

That  is, Ha(z) is the convolution of h' ,(z) and K,(z). The following is a generalization of a result 

found in Ran (1983). This result will be useful in proving the main result given in Theorem 3.1. Note 

that H(z) is not necessarily continuous in the following lemma. 

Lemma2 .1 .  Hn::~ Ha,e. as n--*oo.  

Proof: Let 9(z) be bounded and continuous YzE R p. Then IRpg(z)dHn(z  ) = 

f f 9(z4- Ir)dKn(y)d~rn(z). Let gn(z) --: f 9(z-l-,)dKn(,). Then by the definition of a kernel 
Rp RP RP 

sequence 9n(z) ~ g(z) as n --, oo. We know that if d E ~P then by the s trong law of large numbers  

fin(A) --, H(A) a.e. as n ~ oo. So by a generalized Lebesgue convergence theorem (Royden, 1968, p. 

232) this implies that fnpgn(z)d~n(z) -.fj(ffi)dH(z) a . e .  a s  n ~ c ~ .  • 
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We now present a corollary that  is useful for proving Theorem 3.1. Let ~'kn(X) for k=-I ..... p be 

the marginal distributions of the kernel distribution estimator ~rn(z ). Note that  -g'kn(x) is itself a 

kernel distribution estimator of Fk(x ). Let ie,(x) = (F ln (x l )  ..... .~pn(xp)) T. 

Corollary 2.2. Suppose H(z) is uniformly continuous on R p. Then sup [ ~tn(z ) - H(z) I -"  0 a.e. and 
z6R p 

sup II P . ( = )  - F ( = ) I I  - "  0 a . e .  a s  n - -  c o .  
x E  R p 

Proof: Using a generalization of Polya's Theorem (Rao, 1962), we know that  if H(r) is uniformly 

continuous on R p and ]/n ~ H a.e. as n ~ oo then sup I/)'n(z) - H(z) I "-' 0 a.e. as n - ,  oo. This is 
t 6 R  p 

true for any p_>l .  So for each k-:-I . . . . .  p sup [F 'kn(x)-  Fk(x )[ ..-*0 a.e. as n - - , o o .  • 
x 6 R  

3. AN ESTIMATOR OF A COPULA 

We now show how to estimate a p -d imens iona l  copula with kernel distribution estimators. 

For u E [0, 1] define Fk-nl(u) = inf{zE [ - o o ,  co]: ~'kn(Z)>_ U}. For a E [0, 1] p define $'~-1(s) = 

(Fl~t (a l ) , . . . ,  ~'~nl(np)) T. Using the identity C(w) = H ( F - I ( u ) )  presented in equation (1.2), we define 

our estimator as 

We now show that under certain conditions on H(z) and the kernel Kn(z), the estimator Cn(w) 

converges weakly. The major theorem of this paper now follows. 

Theorem 3.1. Suppose H(z) and Kn(z ) are continuous VzE R p. Then Cn(m) is a copula and C'n =~ C 

a . e .  a s  n --* ~ .  

Proof: If Kn(z) is continuous VxE R p then Hn(z) is continuous VzE R p. Therefore, by Lemma l . l  

Fn(z) is continuous VzE R p. This means that the marginals of Ca(u) are uniformly distributed and so 

(~'n(m) is a copula. Let g : [0, 1] p --, R be continuous. Then g(.) is bounded and uniformly continuous 

We to show that [ [ a.e. This is t0, 1] p. o n  
J [°, lip r J [0, I] p f 

equivalent to showing that | 9(len(z))dHa(z) ~ | g(F(z))dtI(z) a.e. as n --~oo. From Lemma 
J R p J R p 
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f ¢ 

J RP a RP P 

continuous and bounded on R P. All we need to show is tha t  / [ g(F(z)) - g(Fn(z)) ] d[fn(z ) ~ 0 
J 4 p 

a.e. as , --* c~. This  will happen if we can show tha t  sup I g(F(z)) - g(#'n(z)) I "* 0 a.e. as , ~oo .  
zE R p 

By the uniform continuity of g(.) there exists ~ > 0 such that if II % - ~ 1 1  < 6 then I g(~h)- 

g ( ~ ) l  < e '  By Corollary 2.2 there exists N s u c h  tha t  V.  > N  I I ~ ' . ( z ) -  F(=)I] < 6  V z C R  p. So 

Vze R p and ¥n_> N [ g(~(=))- g(~'.(=)) l < '-  • 

An immedia t e  appl icat ion of Theorem 3.1 occurs when the marginals  F(=) are known. Define 

h.(~)  = ¢ . ( ~ ) ) .  

Then the marg ina l s  of ]~n(z) are equal to F(.~) and ~n  :cz H a.e. as n --,cx). 

(3.2) 

4. ESTIMATORS FOR CORRELATION COEFFICIENTS 

We now show how to apply our results to the est imation of correlation coefficients. Suppose 

H(z) is a 2 - d imensional  copula. Consider Kendal l ' s  correlation coefficient equal to 

r(H) = 4 f R:2H(z)dH(z) - 1. (4.1) 

Corollary 4.1. Suppose H(=) is continuous VzE  R 2 . Then r ( / tn)  ~ r ( ] / )  a.e. as n --*oo. 

f 
Proof: From Lemma 2.1 we know that  , /45z( ')dtt"( ')  -.  , /s  s(.)#s(,)~ a e . ~ .  --oo ~¢~use ~(') is 

bounded and cont inuous E R 2. Applying corollary 2.2, we find that  | I Ha(z) - H(=) I dH.(z) ~_ Vz 
J 4 2 

t ~ 

z E R 2 R 5 
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Now consider Spearman's correlation coefficient equal to 

t 
p(C) = 12 / uv de(n, v ) - 3 .  (4.2) 

J Io,q 2 

Corollary 4.2. Suppose H(=) and K,,(z) are continuous V~E R p. Then P(Cn) "* p(C') a.e. as n--*oo. 

Proof. The function 9(a,u)=uv is continuous on [0, 1] 2. So by Theorem 3.1, 

f I   e,efore, 
[o,q z [o,q = 
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