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ABSTRACT

This paper represents an attempt to formulate a cohesive and consistent approach to the analysis of claim liabilities. Probabilistic tools from risk and queueing theory have been incorporated into a stochastic model that quantifies the variability inherent in such liabilities and at the same time reproduces intuitive results that may be arrived at from a deterministic standpoint. The model can be used to estimate various quantities of interest while providing a yardstick for measuring the accuracy of the estimates. Numerical examples illustrate the methodology.

Section 1 describes the problem and reviews some results from probability and risk theory. The liability of unreported claims is the subject of Section 2, where the first two parts outline an intuitive model that is well suited for practical implementation, as is illustrated by numerical examples. More general approaches that take into account seasonality of claims incurral, inflation, business growth, variations in risk levels, and other factors are considered in the final part.

The analysis of the liability of reported claims is considered in Section 3. This liability is shown to be statistically independent of the liability of unreported claims. A queueing theoretic approach to the modeling of the claim settlement process is proposed. In addition, models of various degrees of complexity are analyzed, and some numerical examples are provided. A recurring theme of this section is the approximate right tail behavior of the distribution of the liability of reported claims. Thus the amount needed to cover such liabilities can be estimated with a specified probability.

In Section 4 analysis of the delay in claims processing is discussed. An example illustrates how this information can be used to help analyze the efficiency of the claims administration system. Again, an approximation technique is developed for the distribution of the delay. Section 5 discusses areas for future research.
1. INTRODUCTION

1.1 The Claims Payment Process

The claims payment process is of considerable interest to insurers for various reasons. The process normally involves a time lag following incurrual of the accident, death or other claim-causing event until final payment is made and the claim is settled. A consequence of the delay in payment of claims is the need to estimate outstanding claim liabilities as of a particular accounting date. This allows for the measurement of profit and loss within a particular accounting period to be made on a revenue basis. Estimation of these outstanding claim liabilities is a required component of any insurance company financial statement, whether it be annual statements required by regulatory authorities, in which case reporting is usually done on a statutory (conservative) basis, or an internal profit-and-loss statement on a more realistic basis. The import attached to the accuracy of such estimates is demonstrated in health insurance, for example, by the requirement that a retrospective test be performed to determine the accuracy of such liabilities in Schedule H of the NAIC statement in the U.S. Fundamental concepts involved in the analysis of these liabilities can be found in Bragg [3] or in Bowers et al. [2, chapters 5 and 9]. More advanced discussion of the philosophy of these liabilities and their intended purposes can be found in Koppel et al. [18]; see also Barnhart [1].

The time required to pay claims also reflects the efficiency of the insurers' claims processing system. Thus, a less efficient system will take longer, on average, to process a claim than a more efficient one. This may be a particularly important criterion in the selection of a carrier in group life and health insurance. The speed with which an insurer can efficiently process claims and remit payment may help determine whether new business can be obtained. Obviously, the need to monitor the whole claims payment process (as well as its constituent components) is crucial for insurers.

A mathematical model of the claims payment process can be quite useful. The model can normally provide numerical estimates of quantities of interest such as the liability at a point in time (needed for financial statements) or the time required to process a given type of claim. If a component of the system is unacceptable relative to expectation, the mathematical model can help predict the effect of a change. For example, if the time to approve a claim is unduly long due to too high a volume of claims, the effect of hiring additional staff can be assessed. Thus, a mathematical model that captures
the salient physical features of the process can act as a "window" to the world that is being modeled. Considerable insight into the process can be obtained, a point that Bragg discusses in [3, p. 26], suggesting that such a model is of particular use for new blocks of business or where information is difficult or even impossible to obtain.

Holsten proposed one such mathematical model [13]. A major drawback of this model is its deterministic nature. Clearly, the problem is stochastic because the exact amount of outstanding claims cannot be ascertained. As a result, any deterministic formulation cannot capture the random variability inherent in the claims incurral process (the subject matter of risk theory, for example, Bowers et al. [2]) or the effect of an increased volume of claims in course of settlement, resulting in an increase in the total time to pay claims. Furthermore, the accuracy of the amount held for claim liabilities in various financial statements (the subject of the test discussed earlier) should more properly be assessed in light of its inherent variability before deciding whether the process used to set such amounts needs modification. This is particularly important because this variability can be quite large for some types of coverages, and such assessment cannot be made by using a deterministic model. Bragg [3, p. 36] suggests that the use of confidence intervals is appropriate in this connection; specifically, the amount held should have a "three-to-one likelihood of sufficiency." Such a requirement necessitates the use of a stochastic rather than a deterministic model.

A wide variety of stochastic models have been proposed in connection with "loss reserving," and many of these are described by Taylor [29] and Van Eeghen [32]. These models consider the "incurred but not reported," or IBNR, issue and, as Ruohonen notes [27], do not refer to the use of queueing theoretic techniques, nor do they attempt to integrate the methodology with standard risk theoretic models (for example, Bowers et al. [2]).

In this paper, the use of queueing techniques is shown to retain the advantages of other stochastic models by quantifying the inherent variability, while also allowing for modeling other important features such as the effect of congestion (due to large numbers of claims) on the claims payment process. Consequently, in addition to providing a stochastic model for the total time from incurral of a claim to payment (as well as the constituent parts), models for the number of outstanding claims at each stage of the payment process can be obtained (amounts held to cover the associated liabilities may need to be subdivided similarly for statement purposes; see O'Grady [21, p. 105]). In some situations, a model for the number of claims reported but unpaid may be unnecessary because the required claim counts can be obtained
exactly. In many instances, however, such data may not be available in the required format (particularly if collected for another purpose), or they may be costly to obtain. Furthermore, one is often interested in forecasting profit-and-loss statements for several accounting periods into the future, and in these situations predictions of reported claims may need to be made.

Risk theoretic tools (for example, Bowers et al. [2]) can be employed to combine information on individual losses with the number of claims reported but unpaid, resulting in a stochastic model for the outstanding liability, and hence allowing variability to be quantified. Thus, the accuracy of an amount set aside to cover such liabilities may be assessed in light of the associated variability (which can be quite substantial).

An additional feature of the queueing theoretic approach is that, unlike many other models (compare Ruohonen [27]), the results are both consistent with and enhanced by the use of risk theory models. Consequently, the data required to use the models are the same as those needed for standard risk theoretic calculations. Thus, for weekly indemnity-type coverages, for example, a continuance table (for example, Bowers et al. [2, p. 377]) would be needed, whereas for life insurance the face amount and mortality rates are required (for example, Bowers et al. [2, section 13.3]). For other health- and casualty-type coverages, the data on individual losses are the same as those required for rate-setting purposes. A thorough discussion of modeling claim size distributions based on observed losses can be found in Hogg and Klugman [12].

The aim of this paper is to indicate various ways in which queueing theoretic tools can provide valuable insight into the claims payment process. Although some characteristics of practical situations are considered, it is not intended that the models or methods be used in any given situation. Consequently, only standard queueing methodology is used, but a knowledge of risk theory at the level of Bowers et al. [2] is sufficient background, as all other ideas are presented as needed. Furthermore, whereas the techniques may be applied to blocks of business in various lines of insurance (for example, group or individual, life or health), there can be specific coverages that are of a sufficiently long-term nature (for example, long-term disability) that the methods are not recommended.

1.2 Outline of the Paper

The remainder of the paper is devoted to the analysis of the claims payment process. Section 1.3 briefly reviews some of the important probabilistic
and risk theoretic concepts, including generating functions, some parametric distributions, and compound distributions. Chapter 11 of Bowers et al. [2] covers many of these concepts. The claims incurral process is discussed in Section 1.4. The number of claims process is assumed to be a Poisson process, the usual risk theoretic assumption [2, chapter 12].

Section 2 deals with models for the claim liability due to unreported claims. The basic model is presented in Section 2.1 along with a numerical example involving life insurance, which helps to illustrate the methodology. A more general approach that can relate the reporting time to factors such as the size of a claim (a claimant may report a large claim more promptly than a relatively insignificant one) is proposed in Section 2.2. A numerical example is given. Other important subjects, such as inflation (clearly of interest in connection with various types of medical coverages), seasonality of claims incurral and reporting, growth of the business, and heterogeneity of risk levels, are treated in Section 2.3.

Reported claims are the subject matter of Section 3. Section 3.1 considers the reported claims process, and Section 3.2 presents the basic model with a numerical example. Section 3.3 utilizes queueing network theory in the simultaneous modeling of claims in various stages of the claims evaluation process. Such a breakdown is sometimes needed for statutory purposes (compare O'Grady [21, p. 105]). A more complicated model for the claim approval process is considered in Section 3.4. Section 3 also shows that relatively simple estimates of the claim liability can be obtained by using these models. Thus, for example, the amount needed to cover the liability with a specified confidence level can easily be estimated in the terminology of Bragg [3, p. 36].

Section 4 deals specifically with the analysis of the time that a claim is delayed in various processing stages. Thus, a policyholder or certificate holder may be interested in the total time from claim incurral until payment is actually received, because this determines the delay in receipt of funds. The insurer, on the other hand, may be interested in the time from receipt of notification of the claim until final approval or even actual disposal of the proceeds, because this time reflects the efficiency of the claims administration system.

Section 5 indicates areas for further research.

1.3 Concepts from Probability and Risk Theory

This section reviews the concepts useful in the stochastic modeling of the claims payment process.
Suppose that $X$ is a random variable with probability density function (pdf) $f_X(x)$ if $X$ is continuous or probability function (pf) $f_X(x)$ if $X$ is discrete. The distribution function (df) is

$$F_X(x) = Pr(X \leq x)$$

and the moment generating function (mgf) of $X$ is

$$M_X(s) = E(e^{sx}) = \int_{-\infty}^{\infty} e^{sx} \, dF_X(x). \quad (1.3.2)$$

If $X$ is a discrete random variable defined on the nonnegative integers, it is often convenient to use the probability generating function (pgf)

$$P_X(s) = E(s^X) = \sum_{x=0}^{\infty} f_X(x)s^x \quad (1.3.3)$$

rather than (1.3.2). Evidently, $M_X(s) = P_X(e^s)$. The moments of $X$ can be obtained from (1.3.2) or (1.3.3). Thus,

$$E(X) = M_X'(0) = P_X'(1), \quad (1.3.4)$$

whereas, for the variance,

$$Var(X) = M''_X(0) - [M'_X(0)]^2 = P'_X(1) + P_X(1) - [P'_X(1)]^2. \quad (1.3.5)$$

If no ambiguity results, the subscript $X$ can be dropped from (1.3.1), (1.3.2), or (1.3.3).

Various probability distributions will be used for modeling. A flexible family of distributions is the gamma family, with pdf

$$f(x) = \frac{\beta^{-\alpha} x^{\alpha-1} e^{-x/\beta}}{\Gamma(\alpha)}, \quad x > 0 \quad (1.3.6)$$

and mgf

$$M(s) = (1 - \beta s)^{-\alpha}, \quad s < \beta^{-1}, \quad (1.3.7)$$

where $\alpha$ and $\beta$ are positive parameters. The exponential distribution is the special case $\alpha = 1$, and in this case the df is given by

$$F(x) = 1 - e^{-x/\beta}, \quad x > 0. \quad (1.3.8)$$

A second family of distributions that has slightly thicker tails than the gamma is the inverse Gaussian, with pdf
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\[ f(x) = \frac{\mu}{2} \left( \frac{\beta}{\pi x^2} \right)^{1/2} e^{-\frac{(2x-\mu\beta)^2}{4\beta \pi}}, \quad x > 0 \]  

(1.3.9)

and mgf

\[ M(s) = e^{-\mu[(1-\beta)e^{1-\beta} - 1]}, \quad s \leq \beta^{-1}, \]  

(1.3.10)

where \( \mu \) and \( \beta \) are positive parameters. This latter family is discussed in detail by Chhikara and Folks [7]. Various other continuous pdf's are of use in various insurance contexts, and Hogg and Klugman [12] consider many of these in detail in connection with individual losses.

Of fundamental importance in connection with claim counts is the Poisson distribution with pf

\[ f(x) = \frac{\lambda^x e^{-\lambda}}{x!}, \quad x = 0, 1, 2, \ldots \]  

(1.3.11)

and pgf

\[ P(s) = e^{\lambda(s-1)}, \quad s < \infty. \]  

(1.3.12)

Many important distributions in insurance may be obtained by mixing (compare Hogg and Klugman [12, section 2.7]). For example, if \( f_i(x) \) is a pdf or pf for each \( i \in \{1, 2, \ldots, k\} \), then so is

\[ f(x) = \sum_{i=1}^{k} q_i f_i(x) \]  

(1.3.13)

where \( \{q_i; i = 1, 2, \ldots, k\} \) is a probability distribution. Mixtures of exponentials, for example, have been used in Bowers et al. [2, chapter 12] in connection with ruin theory. An important class of discrete distributions is obtained by letting the Poisson parameter be random, thus

\[ f(x) = \int_0^\infty \frac{(\lambda y)^x e^{-\lambda y}}{x!} u(y) dy, \quad x = 0, 1, 2, \ldots \]  

(1.3.14)

where \( u(y) \) is itself the pdf of a positive random variable. The pgf associated with (1.3.14) is

\[ P(s) = \int_0^\infty e^{\lambda y(s-1)} u(y) dy = M_1\{\lambda(s - 1)\}, \]  

(1.3.15)
where

$$M_1(s) = \int_0^\infty e^{sy} u(y)dy$$

is the mgf associated with the pdf $u(y)$. Mixed Poisson distributions are important in insurance modeling, as well as in a queueing context. The negative binomial distribution is the special case in which $u(v)$ is a gamma pdf, and in this case (1.3.14) becomes (with $\lambda = 1$)

$$f(x) = \left(\alpha + x - 1\right) \left(\frac{1}{1+\beta}\right)^{\alpha} \left(\frac{\beta}{1+\beta}\right)^x;$$

$$x = 0, 1, 2, \ldots, \quad (1.3.16)$$

and (1.3.15) is, using (1.3.7),

$$P(s) = \left\{1 - \beta(s - 1)\right\}^{-\alpha}, \quad s < 1 + \beta^{-1}. \quad (1.3.17)$$

The geometric distribution is the special case $\alpha = 1$.

Except in special cases (such as the above), the integral in (1.3.14) is difficult to evaluate. An approximation can be given for large $x$, however. Using the notation $a(x) \sim b(x), \ x \to \infty$ to mean $\lim_{x \to \infty} a(x)/b(x) = 1$, it can be shown (compare Willmot [36]) that if

$$u(x) \sim Cx^\phi e^{-\psi x}, \ x \to \infty$$

(1.3.18)

where $C > 0, \ -\phi < \infty$, and $\psi \geq 0$, then (1.3.14) satisfies

$$f(x) \sim \frac{Cx^\phi}{(\lambda + \psi)^{\phi+1}} \left(\frac{\lambda}{\lambda + \psi}\right)^x, \ x \to \infty. \quad (1.3.19)$$

Compound distributions play an important role in what follows. If $N$ is a discrete random variable taking values on the nonnegative integers, and if \{X_1, X_2, \ldots\} is a sequence of independent and identically distributed random variables (also independent of $N$) with common mgf $M_X(s)$, then the random variable $Y = X_1 + X_2 + \ldots + X_N$ (where $Y = 0$ if $N = 0$) has a compound distribution with mgf $M_Y(s) = P_N[M_X(s)]$. See Bowers et al. [2, chapter 11], for example. The distribution of $Y$ is complicated, but Panjer [23] gives a recursive numerical algorithm for the evaluation of $f_Y(x)$ for various choices of $f_X(x)$. Also, suppose that

$$f_N(x) \sim Cx^\phi \theta^x, \ x \to \infty, \quad (1.3.20)$$
where $C > 0$, $-\infty < \phi < \infty$, and $0 < \theta < 1$, and assume that there exists $\kappa > 0$ satisfying $M'_{X}(\kappa) = \theta^{-1}$. Then it can be shown (compare [8] and [35]) that

$$1 - F_{Y}(x) \sim C_{1} x^\phi e^{-\kappa x}, \ x \to \infty$$

(1.3.21)

where

$$C_{1} = C/[\{e^{\kappa} - 1\}(\theta M'_{X}(\kappa))^{\theta + 1}]$$

if $X$ is itself discrete on the nonnegative integers and

$$C_{1} = C/[\kappa[\theta M'_{X}(\kappa)]^{\theta + 1}]$$

if $X$ is continuous. Clearly, (1.3.19) is itself of the form (1.3.20), and so tail estimates for the distribution of $Y$ hold if $N$ is negative binomial, for example.

1.4 The Claims Incurral Process

One of the main building blocks in the construction of a model for the claims payment process is a model for the claims incurral process. We assume that the number of incurred claims $\{K_{t}; t \geq 0\}$ is an ordinary Poisson process (that is, $K_{t}$ is the number of claims incurred in $[0, t]$). This is the usual model in risk theory (compare Bowers et al. [2, chapter 12]). Thus, $\{K_{t}; t \geq 0\}$ has the following properties:

(i) $K_{0} = 0$

(ii) $\{K_{t}; t \geq 0\}$ has stationary and independent increments

(iii) $Pr\{K_{t+h} - K_{h} = k\} = (\lambda t)^{k} e^{-\lambda t}/k!; \ k = 0, 1, 2, \ldots.$

The parameter $\lambda$ is called the rate of the process. A more detailed discussion of the assumptions leading to a Poisson process can be found in Bowers et al. [2, pp. 346-350].

A few other properties of the Poisson process are used subsequently, and they are recorded here for completeness. If a claim is classified upon incurral as being of type 1 with probability $p$ and as type 2 with probability $1 - p$, independently of other events, then the number of type 1 and the number of type 2 claims incurral processes are independent Poisson processes with rates $\lambda p$ and $\lambda(1 - p)$, respectively. See Ross [26, pp. 203-206] for a proof of this statement. Thus, a Poisson process can be decomposed into independent Poisson processes, and the extension to more than two types of claims follows easily by induction. Similarly, if two independent Poisson processes with rates $\lambda_{1}$ and $\lambda_{2}$ are superimposed (that is, only the total process is observed), then the sum of the two processes is a Poisson process with rate $\lambda_{1} + \lambda_{2}$. The same property holds for more than two processes by induction.
Furthermore, the times of the $k$ claims in $(0, t)$, given that $k$ claims were incurred in $(0, t)$, are independent and identically distributed, each with the uniform density $f(x) = \frac{t}{x^2}$, $0 < x < t$. See Ross [26, pp. 209–211].

The total claims incurred process $\{Y_t; t \geq 0\}$ is then a compound Poisson process. Suppose that $\{X_1, X_2, \ldots\}$ is a sequence of independent and identically distributed random variables representing claim sizes (that is, $X_i$ is the size of the $i$-th claim), also independent of $\{K_t; t \geq 0\}$. Then $Y_t = X_1 + X_2 + \ldots + X_{K_t}$ (with $Y_t = 0$ if $K_t = 0$). This process is the study of much of risk theory (for example, Bowers et al. [2, chapters 11–13]). Similar decomposition and superposition properties hold for $\{Y_t; t \geq 0\}$ as they do for the Poisson process (compare Karlin and Taylor [15, pp. 430–436]). In particular, the total of all claims of a certain size (that is, claims whose size is contained in a specified subset of the real line) is a compound Poisson process, independently of claims of other sizes.

In the remainder of the paper this model is assumed for the claims incurral process, and results quoted here are used freely in studying properties of the claims payment process.

2. UNREPORTED CLAIMS

2.1 The Basic Model

A main component of the claim liability is the portion attributable to the unreported claims. A wide variety of methods have been proposed (see Van Eeghen [32] and Taylor [29]), but, as noted in Ross [26], they do not use queueing theoretic techniques.

In this paper, the compound Poisson model for incurred claims (consistent with risk theory) is assumed, as discussed in Section 1.4. Suppose that the number of incurred claims $\{K_t; t \geq 0\}$ follows a Poisson process with rate $\lambda$. Let $B$ be the random variable denoting the time from incurral of a claim to the time of reporting with distribution function $F_B(x)$. Furthermore, assume that reporting times are independent of each other. Then the distribution of $N_t$, the number of incurred but unreported claims at time $t$, can be determined. As shown by Ross [26, p. 212], in connection with the infinite server $(M/G/\infty)$ queue, the distribution of $N_t$ is itself Poisson with mean

\[
\lambda_t = \lambda \int_0^t \{1 - F_B(x)\} \, dx.
\]  

(2.1.1)
Under the risk theoretic model, the total unreported claims \( U_t \) is compound Poisson, that is, \( U_t = X_1 + X_2 + \ldots + X_{N_t} \). As shown in Panjer [22], for example, if the single claim sizes (denoted generically by \( X \)) are discrete on the positive integers, then the distribution of \( U_t \) can be calculated recursively by using the formula

\[
 f_{U_t}(x) = \frac{\lambda_t}{x} \sum_{y=1}^{x} y f_X(y) f_{U_t}(x-y), \quad x > 0
\]  

beginning with \( f_{U_t}(0) = e^{-\lambda_t} \). A similar formula holds if \( X \) has a continuous distribution (compare Panjer [23]). Using (2.1.2), numerical values of the percentiles of the distribution of \( U_t \) can easily be obtained. The first two moments are

\[
 E(U_t) = \lambda_t E(X) \tag{2.1.3}
\]

and

\[
 \text{Var}(U_t) = \lambda_t E(X^2). \tag{2.1.4}
\]

When statistical equilibrium has been reached, considerable simplification follows, and numerous intuitively appealing results can be obtained. From (2.1.1),

\[
 \lambda_* = \lim_{t \to \infty} \lambda_t = \lambda E(B), \tag{2.1.5}
\]

and so evaluation of \( \lambda_* \) requires only knowledge of the mean reporting lag \( E(B) \) rather than the distribution function \( F_B(x) \), as is the case for \( \lambda \) when \( t < \infty \). In particular, no distributional assumption need be made about \( B \). Also, from (2.1.3) with \( t \to \infty \),

\[
 E(U_*) = \lambda E(B) E(X) = E(Y_1) E(B), \tag{2.1.6}
\]

that is,

\[
 \text{expected liability} = \text{expected annual claims} \times \text{expected reporting lag}.
\]

This result is very intuitive and might well be used in the absence of any formalized model. The model considered here may consequently be viewed as an aid to intuition, and not a replacement. Because \( \lambda_t \leq \lambda_* \), \( E(U_t) \leq E(Y_1) E(B) \) and so (2.1.6) provides a conservative bound on the mean claim liability.

These types of models have also been considered by Karlsson [16], Rantala [24], and Ruohonen [27]. A numerical example is now presented. The
numerical values chosen are for illustration only and are not meant to be representative of a realistic situation.

Example 2.1.1

Vandebroek and DePril [31] considered a portfolio of lives insured under life insurance. Table 1 gives the number of lives \( n_{ij} \) in the portfolio for each insurance amount \( i \) and mortality rate \( q_j \).

<table>
<thead>
<tr>
<th>Amount ( i )</th>
<th>804</th>
<th>1,000</th>
<th>1,262</th>
<th>1,605</th>
<th>2,064</th>
<th>2,670</th>
<th>3,476</th>
<th>4,544</th>
<th>5,962</th>
<th>7,847</th>
<th>10,339</th>
<th>13,642</th>
<th>18,009</th>
<th>23,784</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>14</td>
<td>14</td>
<td>7</td>
<td>6</td>
<td>4</td>
<td>-</td>
<td>-</td>
<td>3</td>
<td>1</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>8</td>
<td>13</td>
<td>9</td>
<td>11</td>
<td>6</td>
<td>4</td>
<td>7</td>
<td>5</td>
<td>10</td>
<td>2</td>
<td>5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>2</td>
<td>-</td>
<td>6</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>5</td>
<td>1</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>1</td>
<td>16</td>
<td>14</td>
<td>11</td>
<td>10</td>
<td>6</td>
<td>2</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>-</td>
<td>7</td>
<td>12</td>
<td>13</td>
<td>26</td>
<td>18</td>
<td>9</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>6</td>
<td>7</td>
<td>11</td>
<td>15</td>
<td>19</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>1</td>
<td>6</td>
<td>3</td>
<td>4</td>
<td>9</td>
<td>8</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>3</td>
<td>7</td>
<td>4</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>11</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>-</td>
<td>3</td>
<td>6</td>
<td>9</td>
<td>4</td>
<td>10</td>
<td>4</td>
<td>1</td>
<td>6</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>13</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>-</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>14</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>3</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>15</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>4</td>
<td>-</td>
<td>3</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>16</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>17</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>18</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>19</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>21</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>22</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>23</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>24</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>25</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>26</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>27</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>28</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The compound Poisson model in Bowers et al. [2, pp. 381–382] can be used. Define

\[
\lambda(i) = - \sum_j n_{ij} \log(1 - q_j)
\]
According to the model, the total incurred claims process for the portfolio is a compound Poisson process with Poisson rate $\lambda = 4.27137$ and single claim amount distribution given by

$$f_X(x) = \frac{\lambda(x)}{\lambda}.$$  \hspace{1cm} (2.1.9)

Suppose that previous studies indicate that the average reporting time for a claim is one month. Then, from (2.1.5), $\lambda = \lambda/12 = 0.355947$, and the total claim liability $U_\ast$ is compound Poisson with parameter $\lambda_\ast$ and single claim size distribution $f_X(x)$. In particular, the mean is $3.10424$ from (2.1.3), and the variance is $36.7392$ from (2.1.4). The distribution of $U_\ast$ is easily obtained from (2.1.2), and the results are given in Table 2 together with the single claim size distribution $f_X(x)$ and $df F_X(x)$.

The mean could be used in choosing a numerical value to cover the liability. Alternatively, an amount that is adequate for a specified proportion of time could be chosen, as suggested by Bragg [3]. For example, an amount of 7 would be expected to cover the liability 80 percent of the time, as is evident from Table 2. The model yields simple quantitative estimates of the variability inherent in the liability, requiring only the mean reporting times as input. In fact, the entire distribution can be easily obtained numerically.

2.2 Individual Variations in Reporting Patterns

Although the model discussed in the previous section is sufficiently general for many applications, characteristics of particular situations may require refinements. One possible situation involves differences in reporting patterns for various segments of the portfolio. In particular, reporting patterns may be related to concomitant factors that are independent of the number of incurred claims process. The decomposition properties in Section 1.4 can be used to refine the model of Section 2.1.

Suppose that there are $m$ different classes of individuals in the portfolio with respect to reporting times, and the probability that a given incurred claim is of type $i$ is $q_i; \ i = 1, 2, \ldots, m$. Then the incurred claims process for class $i$ is compound Poisson with Poisson parameter $\lambda q_i$ and single claim size distribution denoted by $f_i(x)$. Let $B_i$ denote the reporting time random variable for class $i$. By applying the results of Section 2.1 to each class, the total claim liability for class $i$ can be modeled as a compound Poisson random
variable with Poisson parameter $\lambda q_i E(B_i)$ and single claim size distribution $f_i(x)$, independently of other classes. Thus, by the additivity property of independent compound Poisson random variables (compare Bowers et al. [2, p. 327]), the total claim liability $U_\ast$ is compound Poisson with Poisson parameter

$$\lambda_\ast = \lambda \sum_{i=1}^{m} q_i E(B_i)$$

and "single claim amount" distribution

$$f_\ast(x) = \frac{\sum_{i=1}^{m} q_i E(B_i) f_i(x)}{\sum_{i=1}^{m} q_i E(B_i)}.$$
Hence, the moments and probability distribution of $U_\ast$ can be easily obtained by using the results of Section 2.1, but with $\lambda_\ast$ and $f_X(x)$ replaced by $\lambda$ and $f_\ast(x)$, respectively.

Using the more complicated model of this section requires knowing $q_i$ and $f_\ast(x)$ for each class. In at least one important situation this is not difficult. Suppose that the time to report a claim depends on the size of the claim (for example, large claims may have a shorter mean reporting time than small claims). Then the total incurred claims process can be modeled as a compound Poisson process with parameter $\lambda$ and claim size pdf $f_X(x)$ and df $F_X(x)$ (as in Section 2.1). Partition the positive real line $[0, \infty)$ into the intervals $[c_{i-1}, c_i)$ for $i = 1, 2, \ldots, m$, where $c_0 = 0$ and $c_m = \infty$. Let a claim be of type $i$ if the amount of the claim is in the interval $[c_{i-1}, c_i)$. Then

$$q_i = \int_{b(c_{i-1},c_i)} dF_X(x); \quad i = 1, 2, \ldots, m$$

(2.2.3)

and

$$f_i(x) = \frac{f_X(x)/q_i}{x \in (c_{i-1}, c_i)} \quad 0, \quad \text{otherwise.}$$

(2.2.4)

Hence, $q_i$ and $f_i(x)$ are easily constructed from $f_X(x)$, and only the partition has to be determined. This should be done on the basis of observed variations in reporting time.

A numerical example follows. No significance should be attached to the numerical values, because they are purely for illustration.

**Example 2.2.1**

Consider the life portfolio of Example 2.1.1. Suppose that the average reporting time of claims in excess of 10 has been determined from previous studies to be one-half of a month, whereas claims of amount 10 or less are reported in one and a quarter months on average. This suggests the choice $m = 2$ and the partition $(0, 10.5)$ and $(10.5, \infty)$. Using the distribution $f_X(x)$ as given in Example 2.1.1, $q_1 = 0.725933$ and $q_2 = 0.274067$. Because $E(B_1) = 5/48$ and $E(B_2) = 1/24$, (2.2.1) implies $\lambda_\ast = 0.371769$. The distribution $f_1(x)$ and $f_2(x)$ can be obtained from (2.2.4), and from (2.2.2)

$$f_\ast(x) = 0.868799 f_1(x) + 0.131201 f_2(x).$$

(2.2.5)

Values of $f_1(x)$, $f_2(x)$, and $f_\ast(x)$ and the associated df $F_\ast(x)$ are given in Table 3.
By using \( \lambda \) and \( f_1(x) \) in place of \( \lambda \) and \( f_2(x) \) in the results of Section 2.1, the mean claim liability is 2.78077 from (2.1.3). The variance is 27.8008 from (2.1.4). By using (2.1.2), the distribution of \( U_\alpha \) is found, and this is given in Table 4. The third column can be used to select an adequate amount for covering the liability a specified proportion of the time.

2.3 Other Generalizations

In the previous two sections we proposed relatively simple models for the claim liability. In this section, we show how various realistic phenomena such as the effect of seasonality with respect to the incurral of claims, growth in the business, and heterogeneity of risks in the portfolio can be incorporated into the model by assuming a more general model of claims incurral than the Poisson. Other factors that can be modeled include inflation and seasonality of claims reporting.
2.3.1 The Number of Claims Incurred

The assumption that the number of incurred claims \( \{ K_i; t \geq 0 \} \) is a Poisson process may be too restrictive in some situations. Because the rate of the process is a constant \( \lambda \) that does not change with time, the number of claims incurred in any period has the same distribution as the number incurred in any other period of the same length. It may be of interest to relax this assumption in various situations.

In this section \( \{ K_i; t \geq 0 \} \) is assumed to be an order statistic process. This more general process has the property that, given \( K_i = k \geq 1 \), the times of the \( k \) claims are independent and identically distributed over \((0,t)\) with df

\[
H_i(x) = \frac{E(K_i)}{E(K_i)}; \quad 0 < x < t. \tag{2.3.1}
\]

This more general process can be used to accommodate the following factors.

(a) Incurred Claim Seasonality and Business Growth

There may be a seasonal pattern to claims incurrence, such as a higher incidence of health-related claims during the winter months than in the summer. This can have a significant impact on the unreported claim liability at a given time. Another factor that can affect incurred claims is a change in the size of the portfolio over time. Growth in the business would result in an increase in the rate of claims incurrence. These phenomena cannot be reflected by the ordinary Poisson process of claims incurrence.
The nonhomogeneous Poisson process (for example, Ross [25, pp. 46-49, 53]) can be used in these situations. This process does not require that $E(K_x)$ be proportional to $x$ as the ordinary Poisson process does. Thus the rate of the process

$$\lambda(x) = \frac{d}{dx} E(K_x)$$

is not restricted to a constant, but need only be nonnegative. Consequently, it can vary with time in such a manner as to describe these phenomena. Seasonality in claims incurral can be obtained by choosing $\lambda(x)$ to be a function both of the integer part of $x$ in order to represent the year as well as the fractional part of $x$ to represent the season. Similarly, growth in the business can be modeled by letting $\lambda(x)$ reflect the corresponding rate of change. For example, if the growth rate can be assumed to be exponential, this may be reflected by the choice $E(K_x) = ae^{bx}$, and thus the rate of the process is $\lambda(x) = abe^{bx}$. One could choose $\lambda(x)$ to reflect both seasonality of claims incurral and growth of the business.

(b) Heterogeneity of Risk Levels in the Portfolio

All risk classification schemes attempt to discriminate between different types of risk, with the intended result that all risks within a particular “cell” may be considered to be homogeneous with respect to the risk level. Unfortunately, this is not completely accomplished by even the most discriminating risk classification scheme, and some heterogeneity of risk levels (that is, some good and bad risks relative to the average) remains.

This characteristic may be reflected through the use of another fairly general type of process with the order statistic property, namely, the mixed Poisson process (for example, Willmot [34]). In this case

$$Pr\{K_{t+h} - K_h = k\} = \int_0^\infty \frac{(\lambda t)^k e^{-\lambda t}}{k!} dU(\lambda)$$

(2.3.2)

where $U(\lambda)$ is the df of a nonnegative random variable (if $U(\lambda)$ is a gamma df, then the process is referred to as a Polya process). This model is common in automobile insurance; and in Buhlmann [4], Equation (2.3.2) is interpreted as the probability that one risk taken at random from the portfolio gives rise to $k$ claims in $(h, h+t)$. The “structure function” $U(\lambda)$ represents the distribution of the levels of risk in the portfolio (as measured by the
expected number of claims incurred), and thus provides a mechanism for dealing with the nonhomogeneity.

2.3.2 A General Model

Let $W(x, t)$ denote a random variable representing the liability at time $t$ attributable to a claim that is incurred at time $x$. Then the total liability $U_t$ at time $t$ is the sum of the liabilities from all claims incurred before time $t$. The distribution of $U_t$ is most easily characterized in terms of its mgf. By conditioning on both the number and times of the claims incurred,

$$M_{U_t}(s) = Pr\{K_t = 0\} + \sum_{k=1}^{\infty} Pr\{K_t = k\}$$

$$\times \int_0^t \int_0^t ... \int_0^t e^{\sum_{i=1}^{k} \{e^{sW(x_i, t)}\} d_x H_i(x_i)}.$$ 

Because the $k$-fold integral factors into the same integral repeated $k$ times, the mgf of $U_t$ is

$$M_{U_t}(s) = P_{K_t}\{M_{W_t}(s)\} \quad (2.3.3)$$

where $P_{K_t}(s)$ is the pgf of $K_t$ and

$$M_{W_t}(s) = \int_0^t E\{e^{sW(x, t)}\} d_x H_t(x) \quad (2.3.4)$$

is the mgf of a random variable obtained by mixing the distribution of $W(x, t)$ over the interval $(0, t)$ by the mixing distribution $H_t(x)$.

It is evident from the discussion in the paragraph following (1.3.21) that the representation (2.3.3) implies that $U_t$ has a compound distribution. Thus, if $K_t = 0$, then $U_t = 0$, and if $K_t > 0$, then $U_t$ is the sum of $K_t$ independent random variables, each with mgf (2.3.4).

2.3.3 Inflation and Seasonality of Reporting

The relationship between the liability $W(x, t)$ at time $t$ for the claim incurred at time $x$ and both the amount of the claim and the reporting time can be quite complex when the effects of inflation and seasonality are considered in the reporting time of the claim.
(a) Inflation

To allow for inflation, assume that $X$ is a random variable representing the amount of a single claim at some time point in the past (that is, before $t$), such as at time $0$ or at time $x$. Then, as in Hogg and Klugman [12, section 5.2], the effects of inflation are such that the value of the claim at time $t$ is a scalar multiple of $X$, namely, $a(x, t)X$. Suppose, for example, that $X$ represents the amount payable on a claim incurred at time $0$. If claims inflation is characterized by a force of inflation $\delta_1(y)$, the amount payable on a claim incurred at time $x$ is

$$X e^{\int_0^x \delta_1(y)dy}.$$  

If the time value of money involves a force of interest $\delta_2(y)$, the value at time $t$ of a claim incurred at time $x$ is

$$X e^{\int_0^t \delta_1(y)dy + \int_t^x \delta_2(y)dy}$$

if interest is payable on claim amounts. This suggests that one could choose

$$a(x, t) = e^{\int_0^x \delta_1(y)dy + \int_t^x \delta_2(y)dy}.$$  

(2.3.5)

Because $a(x, t)$ can be an arbitrary function, however, other inflationary or trending patterns could be used.

(b) Seasonality in Claims Reporting

Seasonality in reporting can also be modeled by assuming that the reporting time $B_x$ of a claim incurred at time $x$ depends on the time of incurral $x$, perhaps through the integral and fractional part of $x$. With these assumptions,

$$W(x, t) = \begin{cases} 0, & B_x \leq t - x \\ a(x, t)X, & B_x > t - x \end{cases}$$  

(2.3.6)

because there is no liability if the claim is reported by time $t$ (that is, $B_x \leq t - x$). Thus, from (2.3.6), the mgf of $W(x, t)$ is

$$E\{e^{sW(x, t)}\} = F_{B_x}(t - x) + \{1 - F_{B_x}(t - x)\} M_X\{sa(x, t)\}$$  

(2.3.7)

where $M_X(s)$ is the mgf of $X$. The expression (2.3.7) can be substituted into (2.3.4).

Note that (2.3.4) holds regardless of the manner in which $W(x, t)$ is dependent on the amount of the claim at time $x$ and the ensuing reporting time.
Hence, although (2.3.6) seems reasonable, there may be other formulations that could be used.

2.3.4 Further Remarks

The model of Section 2.1 is a special case of the current model. Because $E(K_i) = \lambda t$, (2.3.1) yields the uniform distribution on $(0, t)$. With $a(x, t) = 1$ and $F_{B_x}(y) = F_B(y)$, (2.3.7) implies that (2.3.4) becomes

\[
M_w(s) = \frac{1}{t} \int_0^t \{F_B(t - x) + [1 - F_B(t - x)]M_X(s)\} \, dx
\]

\[
= \frac{1}{t} \int_0^t \{F_B(x) + [1 - F_B(x)]M_X(s)\} \, dx.
\]

Hence,

\[
\lambda t [M_w(s) - 1] = \lambda \int_0^t \{F_B(x) + [1 - F_B(x)]M_X(s)\} \, dx - \lambda t
\]

\[
= \lambda \int_0^t \{F_B(x) + [1 - F_B(x)]M_X(s) - 1\} \, dx
\]

\[
= \lambda \int_0^t \{1 - F_B(x)\} \{M_X(s) - 1\} \, dx
\]

\[
= \lambda t \{M_X(s) - 1\}
\]

by using (2.1.1). Because $P_{K_i}(s) = \exp\{\lambda t(s - 1)\}$, (2.3.3) is the mgf of the compound Poisson random variable $U_i$ of Section 2.1.

This model is quite general, and the main difficulty in employing it lies in the evaluation of the distribution with mgf (2.3.4) (if it may be obtained, the recursive techniques in Panjer [23] often allow for the numerical evaluation of the distribution of $U_i$). In general, (2.3.4) and (2.3.7) yield

\[
M_w(s) = \int_0^t \{F_{B_x}(t - x) + [1 - F_{B_x}(t - x)]M_X[s_a(x, t)]\} \, d_xH_x(x).
\]
By using this result and the properties of conditional expectation, the associated df $F_w(y)$ satisfies

$$F_w(y) = 1 - \int_0^t \{1 - F_{B_x}(t - x)\} \{1 - F_{X\{y/a(x, t)\}}\} \, d_x H_t(x). \tag{2.3.9}$$

If $X$ is a pdf $f_X(\cdot)$, then (2.3.9) can be differentiated to give the pdf

$$f_w(y) = \int_0^t \frac{f_X(y/a(x, t))}{a(x, t)} \{1 - F_{B_x}(t - x)\} \, d_x H_t(x). \tag{2.3.10}$$

Numerical integration could be used to evaluate (2.3.9) or (2.3.10). Panjer [23] describes how the pdf of the compound distribution of $U_t$ with mgf (2.3.3) can be evaluated numerically if $\{K_t; t \geq 0\}$ is a (nonhomogeneous) Poisson or Polya process.

This approach has other uses as well. It shows how the model is modified if more complicated assumptions of phenomena such as inflation are incorporated. It also provides insight into the behavior of the liability. In particular, the compound Poisson form of the distribution of $U_t$ holds quite generally as long as $\{K_t; t \geq 0\}$ is a (nonhomogeneous) Poisson process. Similarly, if $\{K_t; t \geq 0\}$ is assumed to be a Polya process, then $K_t$ has a negative binomial distribution and the distribution of $U_t$ remains of compound negative binomial form (compare Bowers et al. [2, pp. 323–325]), as is evident from (2.3.3).

3. REPORTED CLAIMS

3.1 The Reported Claims Process

A second major category of the claim liability is that portion attributable to claims for which notification has reached the insurer but for which no payment has been made. As discussed in Section 1.1, one may be able to obtain the required claim amounts exactly, and hence they need not be estimated by using a model. If the data are not readily available, however, or if estimates of future reported claims are needed for forecasting profit-and-loss statements, the use of a model may be worthwhile. Furthermore, this portion of the claim liability can be influenced by the insurer through modifications to the claims settlement process. A model can often be used to predict the effect of these changes without actually implementing them.
The number of reported claims is of central importance in the analysis of the reported claim liability. Recalling from Section 1 that claims are incurred according to a Poisson process with rate $\lambda$ (see Section 1.4) and that each of these is reported to the insurer at random time $B$ with df $F_B(x)$ later, independently of all other claims, then from Ross [25, p. 39] the number of reported claims in $(0, t]$ is both Poisson distributed with mean

$$\lambda \int_0^t F_B(x)dx$$

and independent of the number of unreported claims $N_t$ in $(0, t]$. The independence of the number of reported and unreported claims at a point in time is a useful feature of the model, because it implies that the unreported claim liability $U_t$ and the reported claim liability $R_t$ are independent. This follows from the fact that $U_t$ is assumed to be the sum of $N_t$ independent individual claim amounts, whereas $R_t$ is the sum of $A_t$ independent individual claim amounts, where $A_t$ is the number of claims reported but unpaid at time $t$. Because $A_t$ depends on the number of reported claims (which is independent of $N_t$) and the claim settlement process (which is independent of unreported claims), the independence of $U_t$ and $R_t$ follows. As a result, the unreported and reported claim liabilities can be analyzed separately and without regard for each other, clearly a simplifying feature of the model.

A second important property of this approach is that the number of reported claims is a nonhomogeneous Poisson process with rate $\lambda F_B(t)$, as shown in Ross [25, p. 48], where it is pointed out that as $t \to \infty$, the process becomes an ordinary Poisson process. This implies that the input process to the claims payment discipline can be assumed to be a Poisson process in equilibrium (that is, for large values of $t$). This result is heavily relied upon in the remainder of the paper.

### 3.2 The Basic Model

The analysis of the reported claim liability is fundamentally different than the unreported liability due to the interaction of claims. One can normally assume that the time it takes to report a claim does not depend on other claims in a similar incurred but unreported state. The same cannot be said for the reported claims in general, however, because the presence of too many claims waiting for approval at one time can cause a backlog and hence a delay in the time until payment is made.
This congestion can be incorporated into a stochastic framework through a queueing formulation of the problem. One imagines that claims are reported to the insurer and that they "queue up" in the claims area waiting to be processed. Once approved, payment is made. The process of approving claims for payment can then be visualized in terms of a particular queueing discipline. The number of reported claims process is the input process to this "queue," and this is a Poisson process once equilibrium has been reached (see Section 3.1), an assumption that will henceforth be made. Let $A$ represent the number of claims that are reported but unpaid, that is, the number in the queueing system. In keeping with risk theoretic methodology, the total liability for reported but unpaid claims $R$ is given by $R = X_1 + X_2 + \ldots + X_A$ (with $R = 0$ if $A = 0$). As before $\{X_1, X_2, \ldots\}$ is an independent and identically distributed sequence of claim amounts, and in this case $X_i$ represents the amount of the $i$-th claim in the system.

Assume, in the simplest case, that claims are approved in the order that they are reported by a single claims evaluator (examiner) and that, once approved, they are paid immediately. Suppose that the time to approve a claim $T$ is exponentially distributed with mean $E(T) = \rho/\lambda$ where $\lambda$ is the Poisson claim rate and $\rho \in (0,1)$ is a parameter. Then (for example, Kleinrock [17, p. 96])

\[ Pr(A = n) = (1 - \rho)\rho^n, \quad n = 0, 1, 2, \ldots \]  

(3.2.1)

that is, $A$ is geometrically distributed. Then $R$ has a compound geometric distribution (for example, Bowers et al. [2, p. 319]) with mgf

\[ M_R(s) = \frac{1 - \rho}{1 - \rho M_X(s)}. \]  

(3.2.2)

From (1.3.4), the mean reported liability is

\[ E(R) = \frac{\rho}{1 - \rho} E(X), \]  

(3.2.3)

and by using (1.3.5) the variance is

\[ \text{Var}(R) = \frac{\rho}{1 - \rho} E(X^2) + \left\{ \frac{\rho}{1 - \rho} E(X) \right\}^2. \]  

(3.2.4)
The distribution of $R$ can be computed recursively (compare Panjer [23]). For example, if the single claim size distribution is discrete on the positive integers, then

$$f_R(x) = \rho \sum_{y=1}^{x} f_x(y)f_R(x - y), \quad (3.2.5)$$

which can be used to compute the distribution of $R$ recursively, beginning with $f_R(0) = 1 - \rho$. In addition, (3.2.1) is of the form (1.3.20), implying that if there exists $\kappa > 0$ satisfying $M_x(\kappa) = \rho^{-1}$, then (1.3.21) yields

$$1 - F_R(x) \sim C e^{-\kappa x}, \quad x \to \infty \quad (3.2.6)$$

where $C = (1 - \rho) / \{\rho(e^\kappa - 1)M_x(\kappa)\}$ if $X$ is discrete on the positive integers and $C = (1 - \rho) / \{\rho \kappa M_x(\kappa)\}$ if $X$ is continuous. Thus, under fairly general conditions, the distribution of $R$ is asymptotically exponential. Numerical evaluation of $\kappa$ and further discussion of this type of asymptotic result can be found in Willmot [35]. Numerical investigations indicate that the right side of (3.2.6) is an extremely good approximation to $1 - F_R(x)$ in a wide variety of situations. This suggests that a simple approximation of the amount needed to be adequate to cover the liability $R$ a proportion $\alpha$ of the time can be obtained. Simply set $F_R(x) = \alpha$ in (3.2.6) and solve for $x$, yielding

$$\frac{1}{\kappa} \log \{C/(1 - \alpha)\} \quad (3.2.7)$$

as an approximation to the required value. The formula (3.2.7) can be used as a simple approximation to the exact procedure based on the recursive formula (3.2.5). An example is now presented, in which the numbers chosen are for illustration only.

**Example 3.2.1**

Consider the life portfolio of Example 2.1.1 where $\lambda = 4.27137$ and the single claim amount distribution is given by the first column in Table 2. Suppose studies indicate that the time from which notification of the claim reaches the insurer until payment is made (denoted by $S$) has an average of 1.5 months. It is known (for example, Kleinrock [17, p. 202]) that for this queueing system $S$ is exponentially distributed with mean $E(S) = \rho / \{\lambda(1 - \rho)\}$. Hence $\rho = \lambda E(S) / \{1 + \lambda E(S)\}$. In this case $E(S) = 1/8$ and so $\rho = 0.348076$. From (3.2.3) and (3.2.4), the mean and variance of $R$ are 4.65636 and 76.7905, respectively. Table 5 lists the exact distribution and corresponding
df [obtained by using (3.2.5)], as well as the approximate df [denoted by \( \tilde{F}_R(x) \)] from (3.2.6). In this case \( \kappa \) is easily found from \( M_x(\kappa) = \rho^{-1} \) to be 0.101337.

It is apparent from Table 5 that \( \tilde{F}_R(x) \) is an extremely good approximation to \( F_R(x) \) even for small values of \( x \), and (3.2.7) should provide a good approximation to the exact amount required to cover the liability a proportion \( \alpha \) of the time, even for \( \alpha \) as low as 0.75.
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3.3 Several Claims Evaluators and Network Liability Models

In this section a more general model for the reported claim liability is proposed, whereby a more complex claims evaluation process is considered. In practice the assumption that there is a single claims evaluator who approves claims for payment may be inappropriate. For example, several individuals may be involved at various stages in the process. Also, it may be of interest to subdivide the reported claim liability for purposes of monitoring the process or even for financial reporting purposes. Exhibit 11 of the U.S. Annual Statement requires reported health claim liabilities to be subdivided into "Due and Unpaid" and "In Course of Settlement"; see O'Grady [21, p. 105] for further details.

To begin, the assumption in Section 3.2 that there is one claims evaluator is relaxed. Hence claims, which are reported according to a Poisson process with rate \( \lambda \), are immediately evaluated by any one of \( c \) evaluators (if not busy) in the order in which they are reported. The time \( T \) required for one evaluator to process a claim is assumed to be exponentially distributed with mean \( E(T) = \rho c / \lambda \), with \( \rho \in (0,1) \) a parameter. The claim is then paid immediately.

Note that this model can be used to help monitor the efficiency of the claims evaluation process. A parameter \( \rho \), which represents the expected proportion of evaluators who are busy at one time, is of interest in this connection (compare Kleinrock [17, p. 18]). If this number is too large or too small, the amount of time available to perform other tasks may not be appropriate relative to the needs of the claims department. Assuming that the mean processing time \( E(T) = \rho c / \lambda \) is constant, \( \rho \) varies inversely with \( c \). The effect of a change in \( \rho \) of the number of evaluators \( c \) can therefore be ascertained. A second quantity of interest is the total time \( S \) from reporting until payment (that is, the total system time). Because \( S \) is the sum of the time spent waiting to begin evaluation plus the actual evaluation time, it follows from Tijms [30, p. 333] and the fact that \( \rho c = \lambda E(T) \) that

\[
E(S) = E(T) + \frac{E(T) \{\lambda E(T)\}^c}{(c - 1)!\{c - \lambda E(T)\}^2} \times \left\{ \frac{(c - 1)!\{c - \lambda E(T)\}^c}{(c - 1)!\{c - \lambda E(T)\}^c} + \sum_{k=0}^{c-1} \frac{\{\lambda E(T)\}^k}{k!} \right\}^{-1}.
\]  

(3.3.1)

Thus, if \( \lambda \) and \( E(T) \) are assumed to be fixed, (3.3.1) can be viewed as a function of \( c \), and the effect of a change in the number of evaluators \( c \) on
the average processing time can be studied. A more detailed study of the quantity $S$ is in Section 4.

To analyze the claim liability $R$, note that (for example, Tijms [30, p. 332])

$$f_A(0) = \Pr(A = 0) = \left\{ \frac{(\rho c)^c}{c!(1 - \rho)} + \sum_{k=0}^{c-1} \frac{(\rho c)^k}{k!} \right\}^{-1} \quad (3.3.2)$$

and

$$f_A(n) = \Pr(A = n) = \begin{cases} \frac{(\rho c)^n}{n!} f_A(0); & n = 0, 1, \ldots, c - 1 \\ \frac{\rho^n c^n}{c!} f_A(0); & n = c, c + 1, \ldots. \end{cases} \quad (3.3.3)$$

Thus the reported claim liability $R$ has mgf

$$M_R(s) = \sum_{n=0}^{\infty} f_A(n)\{M_X(s)\}^n$$

$$= f_A(0) \left\{ \sum_{n=0}^{c-1} \frac{(\rho c)^n}{n!} \{M_X(s)\}^n + \frac{(\rho c)^c}{c!(1 - \rho)} M_*(s) \right\} \quad (3.3.4)$$

where

$$M_*(s) = \left\{ \frac{1 - \rho}{1 - \rho M_X(s)} \right\} \{M_X(s)\}^c. \quad (3.3.5)$$

Moments of $R$ can be found from (3.3.4). For example, the mean is, using (1.3.4),

$$E(R) = E(X)f_A(0) \left\{ \sum_{n=1}^{c-1} \frac{(\rho c)^n}{(n - 1)!} + \frac{(\rho c)^c}{c!(1 - \rho)} \left( c + \frac{\rho}{1 - \rho} \right) \right\} \quad (3.3.6)$$

where the summation is 0 if $c = 1$. 
To obtain the distribution of $R$, assume that $Pr(X=0) = 0$ and so $f_R(0) = f_A(0)$. Supposing that $(M_X(s))_n$ and $M_*(s)$ are the moment generating functions of the distributions $f_X^n(x)$ and $f_*(x)$, respectively, from (3.3.4), for $x>0$,

$$f_R(x) = f_A(0) \left\{ \sum_{n=1}^{c-1} \frac{(\rho c)^n}{n!} f_X^n(x) + \frac{(\rho c)^c}{c!(1 - \rho)} f_*(x) \right\}. \quad (3.3.7)$$

Clearly, $f_X^n(x)$ is the $n$-fold convolution of $f_X(x)$ with itself and can be obtained by using techniques described in Panjer [23, section 2.3], for example. The distribution $f_*(x)$ can be found recursively. In the case when $f_X(x)$ is discrete on the positive integers (a similar formula holds in the continuous case), for $x = 1, 2, 3, \ldots$,

$$f_*(x) = (1 - \rho)f_X(x) + \rho \sum_{y=1}^{x} f_X(y)f_*(x - y), \quad (3.3.8)$$

beginning with $f_*(0) = 0$. To see (3.3.8), note that (3.3.5) implies that

$$M_*(s) = (1 - \rho)(M_X(s))^c + \rho M_X(s) M_*(s).$$

One may equate coefficients of $e^{sx}$ on both sides of this equation to give (3.3.8).

Consequently, it is straightforward to obtain $f_R(x)$ numerically. The convolutions $f_X^n(x)$ for $n = 1, 2, \ldots, c$ can be obtained successively. Then $f_*(x)$ can be obtained by using (3.3.8) and $f_R(x)$ from (3.3.7).

In addition, a simple asymptotic formula holds. From (3.3.3),

$$f_A(n) \sim \frac{c^c}{c!} f_A(0) \rho^n, \quad n \to \infty, \quad (3.3.9)$$

which is of the form (1.3.20). Thus, from (1.3.21), if there exists $\kappa > 0$ satisfying $M_X(\kappa) = \rho^{-1}$, then (3.2.6) holds with

$$C = c^c f_A(0)/(c! \rho(e^\kappa - 1) M_X(\kappa))$$

if $X$ is discrete on the positive integers and

$$C = c^c f_A(0)/(c! \rho \kappa M_X'(\kappa))$$

if $X$ is continuous. Thus, the asymptotic exponentiality of $R$ holds for this more general model. This implies that the simple approximation (3.2.7) to the quantity that is adequate to cover $R$ a proportion $\alpha$ of the time still holds, but with the above definition of $C$. A numerical example is presented to illustrate these techniques.
Example 3.2.2

The life portfolio of Example 2.1.1 is used, where \( \lambda = 4.27137 \) and the single claim amount distribution is given by the first column in Table 2. Suppose that there are three evaluators (\( c = 3 \)) and the average processing time is 1\( \frac{1}{4} \) months (that is, \( E(S) = 5/48 \)). Note that (3.3.1) can be rewritten as

\[
\rho c + \frac{c^{c-1} \rho^{c+1}}{(c - 1)! (1 - \rho)^2} \left\{ \sum_{k=0}^{c-1} \frac{(\rho c)^k}{k!} + \frac{(\rho c)^c}{c! (1 - \rho)} \right\}^{-1} - \lambda E(S) = 0.
\]

With \( \lambda E(S) \) known, this is an implicit function of \( \rho \), which is easily solved numerically by using a Newton-Raphson procedure (for example, Burden and Faires [5, section 2.3]). In this case, one finds easily that \( \rho = 0.147681 \). The mean and variance of \( R \) are 3.88030 and 46.3413, respectively. The distribution \( f_R(x) \) obtained from (3.3.7) is given in Table 6, together with the df \( F_R(x) \). With \( \kappa = 0.162247 \), the approximate df \( \tilde{F}_R(x) \) obtained from (3.2.6) is also given with \( C \) as above.

The models of this and the previous section can be used in the more general setting of the claims evaluation process. This process may involve several functions such as verification of coverage, claim validation, and actual payment (compare O'Grady [21, chapter 7]). These functions can be done separately or in conjunction with one another. If done separately, models of this sort can often be used independently at each stage of the process.

Suppose, for example, that there are two basic components of the claims evaluation process. Claims are reported to the insurer as before and queue up for evaluation and approval for payment by any one of \( c_1 \) available evaluators. Once approved, the claims are then routed to a second queue to await payment, and any one of \( c_2 \) individuals processes the claim for payment. The two stages are referred to as claims "In Course of Settlement" and "Due and Unpaid" and can be represented diagramatically as shown in Figure 1.

If it is assumed that the reported claims follow a Poisson process as before and processing time is exponential at each stage, then both the claim liability at each stage and the total time spent at each stage are independent of the corresponding quantity at the other stage (compare Kleinrock [17, section 4.8] and Burke [6]). That is, the model described earlier in this section for the reported claim liability can be applied to each stage independently. This provides a natural mechanism for the analysis of separate liabilities at each stage, because these are required to be reported separately for health claims.
TABLE 6

<table>
<thead>
<tr>
<th>x</th>
<th>( f_d(x) )</th>
<th>( F_d(x) )</th>
<th>( f_d(x) )</th>
<th>( F_d(x) )</th>
<th>( f_d(x) )</th>
<th>( F_d(x) )</th>
<th>( f_d(x) )</th>
<th>( F_d(x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.641769</td>
<td>0.641769</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>1</td>
<td>0.013509</td>
<td>0.655278</td>
<td>0.116881</td>
<td>0.116881</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>2</td>
<td>0.023206</td>
<td>0.678484</td>
<td>0.249145</td>
<td>0.249145</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>3</td>
<td>0.018260</td>
<td>0.696744</td>
<td>0.361600</td>
<td>0.361600</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>4</td>
<td>0.009002</td>
<td>0.705746</td>
<td>0.457212</td>
<td>0.457212</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>5</td>
<td>0.003863</td>
<td>0.709609</td>
<td>0.538505</td>
<td>0.538505</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>35</td>
<td>0.000630</td>
<td>0.996446</td>
<td>0.996450</td>
<td>0.996450</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
</tbody>
</table>
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in Exhibit 11 of the U.S. Annual Statement. Note that if there is no congestion at either stage, this may be accommodated by setting either $c_1$ or $c_2$ equal to infinity, and the corresponding liability model for that stage becomes the same model as that given in Section 2.1. The independence of the two stages still holds. For example, the payment stage may involve little or no congestion.

More general models can be employed for the reported claims process in which claims may be routed back and forth between various stages (as may occur if claims are resisted). If there is one evaluator at each stage, the liability attributable to each stage may be modeled by using the approach of Section 3.2, and the liabilities at each stage are independent of those at other stages. These network models are described, for example, in Kleinrock [17, section 4.8]. Note, however, that this independence does not hold in general for the total time spent in each stage, except in a few special cases such as that given in Figure 1. See Burke [6] for more details.

3.4 Arbitrary Processing Time

The assumption of an exponential distribution of processing time may not be reasonable in some situations. The processing time may not be exponential, or the mode of the processing time distribution may be greater than zero. Various tools are available even when this distribution is not exponential.

As in previous sections, the number of reported claims is assumed to be a Poisson process with rate $\lambda$, and claims are immediately processed by any one of $c$ claims evaluators (if free), but the processing time has an arbitrary distribution. As before, let $A$ denote the number of claims reported but unpaid (the number in the system) and $S$ the total time from reporting until payment (the total processing time). Then the means of $A$ and $S$ are related by Little's formula (for example, Tijms [30, p. 262]), namely, $E(A) = \lambda E(S)$. Thus, because the mean reported but unpaid claims liabilities $E(R) = E(A)E(X)$ where $E(X)$ is the mean claim size, $E(R) = \lambda E(S)E(X)$. Because the expected annual incurred claims is $E(Y_1) = \lambda E(X)$,

$$E(R) = E(Y_1)E(S)$$  \hfill (3.4.1)

In words,

expected reported liability =

$$\text{expected annual claims} \times \text{expected processing time}.$$
This intuitive result is analogous to that for the unreported claims in Section 2.1 and does not depend on the distribution of processing time. Evidently, the queueing theoretic approach provides an aid to intuition by generating a distribution about the mean.

Suppose now that the processing time for one claim is denoted by $T$ with df $F_r(x)$ and mean $E(T)$. Define the df

$$F_1(x) = \int_0^x \left\{ \frac{1 - F_r(t)}{E(T)} \right\} dt.$$  

(3.4.2)

See Bowers et al. [2, Section 12.5] for a discussion of (3.4.2). Define the df's

$$F_k(x) = 1 - \{1 - F_1(x)\}^k$$  

(3.4.3)

and

$$Q_k(s) = \sum_{m=0}^{\infty} q_m(k)s^m = \int_0^{s} e^{s - \lambda(c - 1)} dF_k(t).$$  

(3.4.4)

Then an approximation to the distribution of $A$ is given in terms of its pgf as

$$P_A(s) = \sum_{n=0}^{\infty} f_A(n)s^n$$

$$= \sum_{n=0}^{c-1} f_A(n)s^n + \frac{\rho f_A(c - 1)}{1 - \rho} s^c Q_c(s) \left\{ \frac{1 - \rho}{1 - \rho Q_1(s)} \right\}$$  

(3.4.5)

In (3.4.5), $\rho = \lambda E(T)/c$ and $f_A(n)$ is given by (3.3.3) for $n = 0, 1, 2, \ldots, c - 1$. This approximation for the equilibrium distribution of $A$ is exact when $T$ is exponential and when $c = 1$ or $c = \infty$. It is derived in Section 4.4.3 of Tijms [30]. Also, various reasons for the high degree of accuracy are given in Miyazawa [20] in connection with equivalent mathematical problems.

The reported claim liability has mgf $M_R(s) = P_A[M_X(s)]$, and so from (3.4.5)

$$M_R(s) = \sum_{n=0}^{c-1} f_A(n) [M_X(s)]^n + \frac{\rho f_A(c - 1)}{1 - \rho} M_1(s)$$  

(3.4.6)
where

\[ M_*(s) = \left\{ \frac{1 - \rho}{1 - \rho M_{*1}(s)} \right\} \{M_x(s)\}_* M_*(s) \]  

(3.4.7)

and

\[ M_*^k(s) = Q_k \{M_x(s)\} \]  

(3.4.8)

for \( k = 1, c \). The analysis of the moments and distribution of \( R \) proceeds in the same manner as for the model in Section 3.3, because Equation (3.3.4) is similar in structure to (3.4.6). A complicating factor is the presence of the compound mgf \( M_*^k(s) \) and the associated distribution \( f_*^k(s) \), both of which are often awkward to deal with. An important exception to this observation is given in the following example.

**Example 3.4.1**

Suppose that \( c = 1 \) and the processing time \( T \) has a distribution that is a mixture of gammas (Section 1.3) with integral index parameters, that is, has pdf

\[ \frac{d}{dx} F_T(x) = \sum_{i=1}^{k} q_i \left\{ \frac{\beta^i x^{i-1} e^{-x/\beta}}{(i - 1)!} \right\} \]  

(3.4.9)

where \( \{q_1, q_2, \ldots, q_k\} \) is itself a probability distribution. The density (3.4.9) is referred to as a generalized Erlangian distribution and is frequently used in queueing applications because of its flexibility of shape and convenient mathematical properties (Tijms [30, pp. 271–272, 397–400]). The mean is

\[ E(T) = \beta \sum_{i=1}^{k} iq_i. \]

Also, by using formula 1.22 of Tijms [30, p. 18], the df is

\[ F_T(x) = 1 - \sum_{i=1}^{k} q_i \sum_{j=1}^{i} \frac{(x/\beta)^{j-1} e^{-x/\beta}}{(j - 1)!}. \]

Interchanging the order of summation, the density corresponding to (3.4.2) is

\[ \frac{d}{dx} F_1(x) = \frac{1 - F_T(x)}{E(T)} = \sum_{i=1}^{k} q_i \left\{ \frac{\beta^{-i} x^{i-1} e^{-x/\beta}}{(j - 1)!} \right\} \]  

(3.4.10)
where

\[ q_j^* = \left\{ \frac{\sum_{i=1}^{k} q_i}{\sum_{i=1}^{k} i q_i} \right\} ; j = 1, 2, \ldots, k. \]  

(3.4.11)

Because \( \sum_{j=1}^{k} q_j^* = 1 \), (3.4.10) is of the same form as (3.4.9), but with different weights, that is, also a mixture of gamma distributions. Then, by using (3.4.4) with \( k = 1 \) and \( c = 1 \), (1.3.15), and (1.3.7),

\[ Q_1(s) = \sum_{j=1}^{k} q_j^* \{1 - \lambda \beta(s - 1)\}^{-j}, \]  

(3.4.12)

a mixture of negative binomial pgf's. Thus, from (3.4.8),

\[ M_{1,1}(s) = \sum_{j=1}^{k} q_j^* \{1 - \lambda \beta[M_1(s) - 1]\}^{-j}, \]  

(3.4.13)

a mixture of compound negative binomials. Evaluation of the moments is straightforward by using (3.4.13), and the distribution \( f_1(x) \) can be evaluated recursively by using the techniques in Panjer [23]. Analysis of the distribution and moments of \( R \) follows easily by using (3.4.6), (3.4.7), and (3.4.8) with \( c = 1 \).

Although the computational difficulties associated with the evaluation of the distribution of \( R \) may be overwhelming for arbitrary \( c \) and processing time distribution \( F_{\tau}(x) \), some asymptotic help is available. From Tijms [30, p. 351], if there exists \( \tau > 1 \) satisfying \( Q_1(\tau) = \rho^{-1} \), then

\[ f_A(n) = \frac{\tau^{-1} f_A(c - 1) Q_c(\tau)}{Q_1(\tau)} \tau^{-n}, n \rightarrow \infty. \]  

(3.4.14)

This is clearly of the form (1.3.20), and so if there exists \( \kappa > 0 \) satisfying \( M_{\tau}(\kappa) = \tau \), then one obtains from (1.3.21) an asymptotic approximation of the form

\[ 1 - F_R(x) \sim Ce^{-\kappa x}, x \rightarrow \infty. \]  

(3.4.15)

Thus the tail of the distribution of the reported claim liability is asymptotically exponential even for this fairly general model. As mentioned previously, this yields a simple approximation for the amount needed to be adequate for a proportion \( \alpha \) of the time, namely,

\[ \kappa^{-1} \log\{C/(1 - \alpha)\}. \]  

(3.4.16)
In (3.4.15) and (3.4.16), the constant $C$ is given by

$$\tau f_A(c - 1)Q_c(\tau)/\{(e^\kappa - 1)Q'_c(\tau)M'_s(k)\}$$

if $X$ is discrete and

$$\tau f_A(c - 1)Q_c(\tau)/\{hQ'_c(\tau)M'_s(\kappa)\}$$

if $X$ is continuous. The assumption that there exists $\tau > 1$ satisfying $Q_1(\tau) = \rho^{-1}$ is essentially the assumption that there exists an adjustment coefficient using a ruin theoretic interpretation. This issue is discussed in some detail in Bowers et al. [2, section 12.3], who point out that there usually does exist such a quantity. To see this interpretation, note that from (3.4.4) and (3.4.2),

$$Q_1(s) = \int_0^* e^{\kappa c^{-1}(s - 1)} \left\{1 - \frac{F_T(t)}{E(T)}\right\} dt,$$

and (1.3.15) together with formula (12.5.4) of Bowers et al. [2, p. 360] implies that

$$Q_1(s) = \frac{M_T\{\lambda c^{-1}(s - 1)\} - 1}{\rho(s - 1)}$$

(3.4.17)

where $M_T(s)$ is the mgf of the processing time $T$. Thus, $Q_1(\tau) = \rho^{-1}$ is equivalent to $M_T\{\lambda c^{-1}(\tau - 1)\} = \tau$. In other words, one needs to find $\phi > 0$ satisfying

$$M_T(\phi) = 1 + \rho^{-1}E(T)\phi,$$

(3.4.18)

and then $\tau = 1 + c\phi/\lambda$. Examination of (3.4.18) and section (12.3) of Bowers et al. [2] reveals that $\phi$ is simply the adjustment coefficient in a ruin theoretic context with "single claim size" random variable $T$ and relative security loading $(1 - \rho)/\rho$.

Thus, in most instances there will exist $\tau > 1$ satisfying $Q_1(\tau) = \rho^{-1}$, and so (3.4.14), (3.4.15), and (3.4.16) will be applicable in general. In particular, $\tau$ will always exist if $\tau$ has a gamma distribution, or more generally, the pdf (3.4.9). Occasionally, however, this will not be the case. Consider, for example, the inverse Gaussian distribution. If $M_T(s)$ is given by (1.3.10), then $M_T(s) \leq e^\mu$, and because $E(T) = \mu \beta/2$ in this case, it is evident from (3.4.23) that no such $\tau$ will exist if $e^\mu < 1 + \mu/(2\rho)$, that is, if $\rho < \mu/\{2(e^\mu - 1)\}$. In this case and in some other situations, an alternative asymptotic formula to (3.4.14) and (3.4.15) is available. This is stated as a theorem.
Theorem 3.4.1

Suppose that the processing time \( f_x \) satisfies

\[
1 - F_\gamma(x) \sim Kx^\alpha e^{-\beta x}, \quad x \to \infty,
\]

where \( K > 0, \alpha < -1, \) and \( \beta > 0, \) and \( Q_1 \left\{ \frac{\lambda + \beta c}{\lambda} \right\} < \rho^{-1}. \) Then if \( c = 1, \)

\[
f_A(n) \sim \frac{K(1 - \rho)}{(\lambda + \beta)^\alpha \left\{ 1 - \rho Q_1 \left( \frac{\lambda + \beta}{\lambda} \right) \right\}^2} n^\alpha \left( \frac{\lambda}{\lambda + \beta} \right)^n, \quad n \to \infty,
\]

(3.4.20)

whereas if \( c > 1, \)

\[
f_A(n) \sim \frac{K \rho c^n}{\lambda^{c-1} (\lambda + \beta c)^{\alpha-c+1}} \left\{ 1 - \rho Q_1 \left( \frac{\lambda + \beta c}{\lambda} \right) \right\} n^\alpha \left( \frac{\lambda}{\lambda + \beta c} \right)^n, \quad n \to \infty.
\]

(3.4.21)

Proof: The case (3.4.20) with \( c = 1 \) is proved in Willmot [35]. Hence assume \( c > 1 \) and it is of interest to prove (3.4.21). Note that the density corresponding to (3.4.3) is

\[
\frac{d}{dx} F_k(x) = \frac{k}{E(T)} \{ 1 - F_\gamma(x) \} \{ 1 - F_1(x) \}^{k-1}.
\]

(3.4.22)

L'Hôpital's rule yields

\[
\lim_{x \to \infty} \frac{x^\alpha e^{-\beta x}}{1 - F_1(x)} = \lim_{x \to \infty} \frac{\alpha x^{\alpha-1} e^{-\beta x} - \beta x^\alpha e^{-\beta x}}{- \{ 1 - F_\gamma(x) \} / E(T)}
\]

\[
= E(T) \lim_{x \to \infty} \left\{ \frac{x^\alpha e^{-\beta x}}{1 - F_\gamma(x)} \right\} \left\{ \beta - \frac{\alpha}{x} \right\}
\]

\[
= \frac{\beta E(T)}{K}.
\]
In other words

\[ 1 - F_1(x) = \frac{K}{\beta E(T)} x^\alpha e^{-\beta x}, \ x \to \infty, \]

and so

\[ \frac{d}{dx} F_k(x) \sim k \beta \left( \frac{K}{\beta E(T)} \right)^k x^{k\alpha} e^{-k\beta x}, \ x \to \infty. \]

Thus, (3.4.4) and (1.3.19) yield

\[ q_n(k) \sim \frac{\beta c}{\lambda + \beta c} \left( \frac{K c^{\alpha-1} \lambda}{\rho \beta k^\alpha (\lambda + \beta c)^\alpha} \right)^k n^{k\alpha} \left( \frac{\lambda}{\lambda + \beta c} \right)^n, \ n \to \infty. \quad (3.4.23) \]

Define

\[ J(s) = \sum_{n=0}^\infty j_n s^n = (1 - \rho)/(1 - \rho Q_1(s)). \]

Then, because

\[ \rho^{-1} > Q_1 \left\{ \frac{\lambda + \beta c}{\lambda} \right\}, \]

lemma 2 in Willmot [35] yields

\[ j_n \sim \rho(1 - \rho) \left\{ 1 - \rho Q_1 \left( \frac{\lambda + \beta c}{\lambda} \right) \right\}^{-2} q_n(1), \ n \to \infty. \]

In other words,

\[ j_n \sim \frac{K c^\alpha \lambda(1 - \rho)}{(\lambda + \beta c)^{\alpha+1}} \left( 1 - \rho Q_1 \left( \frac{\lambda + \beta c}{\lambda} \right) \right)^2 n^{n\alpha} \times \left( \frac{\lambda}{\lambda + \beta c} \right)^n, \ n \to \infty. \quad (3.4.24) \]

Now define

\[ H(s) = \sum_{n=0}^\infty h_n s^n = J(s)Q_c(s). \]
Because $c > 1$ and $\alpha < -1$, it is clear from (3.4.23) and (3.4.24) that $\lim_{n \to \infty} q_n(c)/j_n = 0$. Corollary 6.1 of Meir and Moon [19] then yields that

$$h_n \sim Q_c \left( \frac{\lambda + \beta c}{\lambda} \right) j_n, \ n \to \infty.$$  

Thus, using (3.4.24),

$$h_n \sim \frac{K c^\alpha \lambda (1 - \rho) Q_c \left( \frac{\lambda + \beta c}{\lambda} \right)}{(\lambda + \beta c)^{\alpha + 1} \left\{ 1 - \rho Q_1 \left( \frac{\lambda + \beta c}{\lambda} \right) \right\}} n^\alpha \left( \frac{\lambda}{\lambda + \beta c} \right)^n, \ n \to \infty.$$  

But from (3.4.5),

$$f_A(n) = \rho(1 - \rho)^{-1} f_A(c - 1) h_{n-c} \text{ for } n > c$$

and so (3.4.21) results.

Note that Theorem 3.4.1 yields an asymptotic expression of the form (1.3.22), namely, $f_A(n) \sim K_1 n^\alpha \left[ \lambda/(\lambda + \beta c) \right]^n, \ n \to \infty$, where $K_1$ varies depending on whether $c$ is greater than or equal to 1. As a simple corollary to the theorem, from (1.3.21) is obtained the asymptotic expression for the reported liability df

$$1 - F_R(x) \sim C_2 x^\alpha e^{-\kappa x}, \ x \to \infty.$$  

(3.4.25)

In this expression $C_2$ varies both as the claim size distribution is discrete or continuous and as $c$ is greater than or equal to 1. In any event, $C_2$ is easily obtained from the theorem and the discussion immediately following (1.3.21). Also, $\kappa$ in (3.4.25) satisfies $M_x(\kappa) = (\lambda + \beta c)/\lambda$.

Consider the class of distributions satisfying (3.4.19). Now, $M_\tau(s) < \infty$ for $s \leq \beta$, and $M_\tau(\beta) < \infty$. Thus from (3.4.17), $Q_1(s) < \infty$ for $s \leq (\lambda + \beta c)/\lambda$ and $Q_1 [ (\lambda + \beta c)/\lambda ] < \infty$. There will exist $\tau > 1$ satisfying $Q_1(\tau) = \rho^{-1}$ if $Q_1 [ (\lambda + \beta c)/\lambda ] \geq \rho^{-1}$ (that is, if $M_\tau(\beta) \geq 1 + \rho^{-1} E(T\beta)$. But Theorem 3.4.1 holds if $Q_1 [ (\lambda + \beta c)/\lambda ] < \rho^{-1}$, and so one of the two asymptotic results will hold, namely, (3.4.14) or one of (3.4.20) or (3.4.21).

The inverse Gaussian pdf (1.3.9) satisfies

$$f(x) \sim \left\{ \frac{\mu e^\mu}{2} \left( \frac{\beta}{\pi} \right)^{1/2} \right\} x^{-3/2} e^{-x/\beta}, \ x \to \infty.$$
and L'Hospital's rule yields

\[ 1 - F(x) \sim \left\{ \frac{\beta \mu e^\mu}{2} \left( \frac{\beta}{\pi} \right)^{1/2} \right\} x^{-3/2} e^{-x/\beta}, \quad x \to \infty. \]  

(3.4.26)

The relation (3.4.26) is clearly of the form (3.4.19) with \( \alpha = -3/2 \), \( \beta \) replaced by \( \beta^{-1} \), and \( K = \beta \mu e^\mu(\beta/\pi)^{1/2} \). Thus, if \( T \) has the inverse Gaussian pdf, (3.4.14) will hold if \( e^\mu \geq 1 + \mu/(2\rho) \), but if \( e^\mu < 1 + \mu/(2\rho) \), Theorem 3.4.1 applies.

Although the model of this section is more complex, it nevertheless provides some insight into the distributional behavior of \( R \) in a more general situation.

4. THE ANALYSIS OF DELAYS

4.1 Introduction

A quantity of interest to both the insured and the insurer is the length of time for processing and approving a claim for payment. We will ignore partial payments made prior to final settlement. The insured normally is interested in the total delay between the time of incurral of the claim and the time of receipt of payment, whereas the insurer is concerned with the time from receipt of notification of the claim until approval or payment. Because the time from incurral to receipt of notification is outside the insurer's control, this quantity is not of interest for analysis of the system's efficiency. In group insurance, this efficiency is one of the more important parameters involved in the decision of policyholders to place their business with a particular insurer. Hence, the time to process a claim is clearly a quantity of interest to the insurer.

Although the average processing time is certainly important, it is not sufficient for proper evaluation of the system's efficiency, because it does not allow for variability. For example, it does not account for variations in the time for processing a particular claim or in the delay due to an increased volume of incurred claims. A queueing approach can incorporate these quantities into the model. It is important to be able to assess whether a long delay in payment of a claim is reasonable in light of this variability. Clearly, improvement of the system's efficiency might be deemed appropriate if delays are too long.
4.2 Exponential Processing Models

Consider first the time \( S \) between receipt of notification of the claim and final approval of the claim for payment. For the single claims evaluator model of Section 3.2, Example 3.2.1 pointed out that \( S \) has an exponential distribution with mean \( \rho / \{ \lambda(1 - \rho) \} \). Hence, because \( \rho = \lambda E(T) \) where \( T \) is the time required to approve one claim, the distribution of \( S \) is given explicitly by

\[
F_S(x) = 1 - e^{-\left( \frac{1}{E(T)} \right) - \lambda}^x, \quad x > 0. \tag{4.2.1}
\]

It follows at once that

\[
\text{Var}(S) = \{E(S)\}^2 = \left( \frac{E(T)}{1 - \lambda E(T)} \right)^2. \tag{4.2.2}
\]

Thus, (4.2.1) and (4.2.2) give two simple measures of the variability in \( S \).

As pointed out in Section 3.3, the model with \( c \) claims evaluators may be of more interest to the insured because the distribution of \( S \) and its moments can be modified by a change in \( c \), a parameter that is under the control of the insurer. In this case (in the notation of Section 3.3) the distribution of \( S \) is given by (compare Gross and Harris [11], p. 91)

\[
F_S(x) = 1 - (1 - \theta)e^{-\frac{x}{\lambda E(T)}} - \theta e^{-\left( \frac{c}{E(T)} - \lambda \right)^x}, \quad x > 0, \tag{4.2.3}
\]

where

\[
\theta = \frac{1 - \sum_{n=0}^{c-1} f_A(n)}{1 - c + \lambda E(T)} \tag{4.2.4}
\]

and for \( n = 1, 2, \ldots, c - 1, \)

\[
f_A(n) = \frac{\lambda E(T)^n}{n!} \left( \frac{\lambda E(T)^c}{(c - 1)! \{c - \lambda E(T)\}} + \sum_{k=0}^{c-1} \frac{\lambda E(T)^k}{k!} \right)^{-1} \tag{4.2.5}
\]

From (4.2.3),

\[
E(S) = (1 - \theta)E(T) + \theta \left( \frac{E(T)}{c - \lambda E(T)} \right) \tag{4.2.6}
\]
and

\[ E(S^2) = 2(1 - \theta) \{E(T)\}^2 + 2 \theta \left\{ \frac{E(T)}{c - \lambda E(T)} \right\}^2, \quad (4.2.7) \]

with \( \text{Var}(S) = E(S^2) - \{E(S)\}^2 \).

For analysis, it is convenient to express (4.2.3) through (4.2.7) in terms of \( \lambda, E(T) \), and \( c \). This is because the claims incurral rate \( \lambda \) and the mean processing time \( E(T) \) would normally be beyond the control of the insurer, but the number of evaluators \( c \) is under the control of the insurer. Thus, as discussed in Section 3.3, the effect on the distribution of \( S \) of a change in the value of \( c \) may be ascertained. The following example illustrates this point.

**Example 4.2.1**

Consider the situation of Example 3.2.2 with \( c = 3 \) claims evaluators, \( \lambda = 4.27137 \), and \( \rho = 0.147681 \). Then the mean processing time of one claim is \( E(T) = \frac{cp}{\lambda} = 0.103724 \). It is a simple matter to evaluate \( f_n(n) \) for \( n = 1, 2, \ldots, c-1 \) by using (4.2.5). Then, from (4.2.4), \( \theta = -0.00700951 \). The mean and variance of \( S \) are 0.104167 (= 5/48, see Example 3.3.2) and 0.0109797, respectively, obtained by using (4.2.6) and (4.2.7). The df \( F_S(x) \) from (4.2.3) is

\[ F_S(x) = 1 - 1.00701e^{-9.64097x} + 0.00701e^{-24.6516x}. \]

Thus, for example \( F_S(0.145) \approx 0.75 \), implying that about 75 percent of the claims could be expected to take no more than 0.145 of a year to be approved (and 25 percent would take more than this length of time).

The effect on \( S \) of hiring or releasing claims evaluators can be evaluated by varying \( c \) but keeping \( \lambda \) and \( E(T) \) constant. In this situation, for example, the effect of releasing one evaluator can be determined by reworking the calculation with \( c = 2 \). Then \( \theta = -0.144258 \), \( E(S) = 0.109077 \), and \( \text{Var}(S) = 0.014050 \). The fact that \( E(S) \) increases only slightly for the case when \( c = 3 \) reflects the fact that \( \rho \) is quite small, and so there is little congestion. Note that the variability has increased, probably reflecting the fact that increased congestion has a greater effect with fewer evaluators. Finally, in this case

\[ F_S(x) = 1 - 1.14426e^{-9.64097x} + 0.14426e^{-15.0106x}. \]

One finds that \( F_S(0.155) \approx 0.75 \), that is, an increase from 0.145 to 0.155 of the 75th percentile from the case \( c = 3 \), again agreeing with intuition.
Note that the processing times in each stage of the two-stage network model described in Section 3.3 are independent of each other, and each is distributed as described above. The total processing time has a distribution that is the convolution of two distributions, each with df of the form \((4.2.3)\). This independence does not hold for the more general network models (compare Burke [6]). Similarly, the total delay from the claimant’s standpoint is simply the convolution of the distribution of \(S\) described above with that of \(B\), the time from incurral to reporting, as described in Section 2. In these and other models, the distribution of interest involves convolutions of exponentials with different means. Rather than enumerate all possibilities, it suffices to point out that the sum of \(k\) independent exponentials with different means has mgf of the form

\[
M(s) = \prod_{i=1}^{k} \left\{ \frac{\mu_i}{\mu_i - s} \right\}
\]

and pdf

\[
f(x) = \sum_{i=1}^{k} q_i \mu_i e^{-\mu_i x}
\]

where, for \(i = 1, 2, \ldots, k\),

\[
q_i = \prod_{j=1}^{k} \{\mu_j/(\mu_j - \mu_i)\}.
\]

The \(\mu_i\)'s are all assumed to be distinct in this formula. See Everitt and Hand [9, p. 79], for further references. In this situation as well as others, this result allows for a simple derivation of the distribution of interest and associated moments.

4.3 More General Delay Models

For situations not involving exponential processing models, the total delay distributions are more complex. However, a common underlying mathematical structure can be exploited to provide a unified treatment of the various delay distributions of interest to the insurer and the policyholder.

To begin, consider the model of Section 3.4 with \(c\) claims evaluators processing claims, with the time required to process one claim given by a generic variable \(T\) and with distribution \(F_T(x)\). The notation of Section 3.4
will be used. Recall (Bowers et al. [2, p. 360]) that the random variable with pdf $F'_1(x) = (1 - F_T(x))/E(T)$ has mgf

$$M_1(s) = \frac{M_T(s) - 1}{sE(T)}. \quad (4.3.1)$$

Because

$$M_T(s) = \sum_{k=0}^{\infty} \frac{E(T^k)}{k!} s^k,$$

the moments of the distribution with df $F_1(x)$ are given by

$$M^{(k)}_1(0) = \frac{E(T^{k+1})}{(k + 1)E(T)}.$$. \quad (4.3.2)

If we denote the delay random variable of interest to be $W$, the distribution of $W$ is most easily characterized by its mgf, which is of the mixture form

$$M_w(s) = \theta M_{w_1}(s) + (1 - \theta)M_{w_2}(s) \quad (4.3.3)$$

where $\theta = 1 - \sum_{n=0}^{c-1} f_0(n)$,

$$M_{w_1}(s) = \frac{1 - \rho}{1 - \rho M'_1(s/c)} M_{w_3}(s), \quad (4.3.4)$$

and the mgf's $M_{w_2}(s)$ and $M_{w_3}(s)$ are selected so that $W$ represents the desired quantity.

To identify $W_1$ and $W_2$, suppose first that $W$ is the time $S$ between receipt of notification of the claim and approval for payment. Van Hoorn [33, p.37] shows that the time from receipt of notification until actual processing of the claim begins has mgf of the form $1 - \theta + \theta M_{w_1}(s)$, where $M_{w_3}(s)$ is the mgf $M_\epsilon(s)$ of the random variable with df $F_\epsilon(x)$ given by (3.4.3). Thus $S$ is obtained by convolving this distribution with that of $T$, the processing time. In other words, $S$ has mgf of the form (4.3.3) with $M_{w_2}(s) = M_T(s)$ and $M_{w_3}(s) = M_\epsilon(s)M_T(s)$. From the policyholder's standpoint, $W = S + B$ where $B$ is the time from incurral to reporting. Hence in this case $W$ is still of the form (4.3.3) with $M_{w_2}(s) = M_T(s)M_B(s)$ and $M_{w_3}(s) = M_\epsilon(s)M_T(s)M_B(s)$.

The representation (4.3.3) allows for evaluation of the moments of $W$ by differentiation. In general, the moments $M^{(k)}_w(0)$ may be difficult to evaluate,
but if \( c = 1 \), then (4.3.2) may be used so there is no difficulty, as long as the moments of \( T \) (and perhaps \( B \)) can be obtained.

Evaluation of the distribution of \( W \) is also complicated in general, primarily because of the presence of the distribution of \( W_1 \) with mgf (4.3.4). The tail of the distribution may be asymptotically exponential, however. Notice that (4.3.4) can be expressed as

\[
M_{W_1}(s) = \rho M_1(s/c)M_{W_1}(s) + (1 - \rho)M_{W_3}(s).
\]

Assuming that \( W_3 \) is continuous, \( \rho = \lambda E(T)/c \) implies

\[
f_{W_1}(x) = \lambda \int_0^x \{1 - F_T(\gamma)\} f_{W_1}(x - \gamma) d\gamma + (1 - \rho)f_{W_3}(x). \tag{4.3.5}
\]

This relation is useful because it may sometimes be solved numerically for \( f_{W_1}(x) \), being a Volterra integral equation (compare Ströter [28]). Also, it is a defective renewal equation (for example, Gerber [10, chapter 8]). To see this, note that the mgf \( M_1(s/c) \) is associated with the pdf

\[
f_{T}(x) = \frac{c}{E(T)} \{1 - F_T(\gamma)\}, \tag{4.3.6}
\]

and (4.3.5) can be expressed as

\[
f_{W_1}(x) = \rho \int_0^x f_{T}(y)f_{W_1}(x - y) d\gamma + (1 - \rho)f_{W_3}(x). \tag{4.3.7}
\]

Thus, if there exists \( \kappa > 0 \) satisfying

\[
M_1(\kappa/c) = \rho^{-1}, \tag{4.3.8}
\]

then (4.3.7) satisfies

\[
e^{\kappa} f_{W_1}(x) = \int_0^x \{\rho e^{\kappa y} f_{T}(y)\} \{e^{\kappa(x-y)} f_{W_1}(x - y)\} d\gamma + (1 - \rho) e^{\kappa} f_{W_3}(x).
\]

By (4.3.8), this is an ordinary renewal equation, and by the renewal theorem (compare Karlin and Taylor [14, p. 191]),
The limit as $x \to \infty$ of the ratio $e^{\kappa x} f_{W_1}(x)$ is given by:

$$\lim_{x \to \infty} e^{\kappa x} f_{W_1}(x) = \frac{(1 - \rho) \int_0^\infty e^{\kappa x} f_{W_3}(x) dx}{\rho \int_0^\infty x e^{\kappa x} f_1(x) dx}.$$

In other words,

$$f_{W_1}(x) \sim \frac{c(1 - \rho) M_{W_3}(\kappa)}{\rho M_1'(\kappa/c)} e^{-\kappa x}, \ x \to \infty,$$

and because asymptotic expressions can be integrated,

$$1 - F_{W_1}(x) \sim \frac{c(1 - \rho) M_{W_3}(\kappa)}{\rho \kappa M_1'(\kappa/c)} e^{-\kappa x}, \ x \to \infty.$$

Finally, if $M_{W_2}(\kappa) < \infty$, then $e^{\kappa x} \{1 - F_{W_2}(x)\} \to 0$ as $x \to \infty$, and so (4.3.3) yields

$$1 - F_W(x) \sim K e^{\kappa x}, \ x \to \infty,$$

where the constant $K$ is given by

$$K = \frac{c \theta (1 - \rho) M_{W_3}(\kappa)}{\rho \kappa M_1'(\kappa/c)}.$$

Evidently, (4.3.9) demonstrates that the distribution of $W$ is asymptotically exponential under these conditions, which provides qualitative insight into its behavior. Note that (4.3.1) and (4.3.8) combine to yield an alternative definition of the decay parameter $\kappa$ in (4.3.9), namely,

$$M_1'(\kappa/c) = 1 + \rho^{-1} \left\{ \frac{E(T)}{c} \right\} \kappa.$$

Equation (4.3.11) reveals, upon examination of Section 12.3 of Bowers et al. [2], that $\kappa$ is the adjustment coefficient in a ruin theoretic context with "single claim size" mgf $M_1'(s/c)$ and relative security loading $(1 - \rho)/\rho$. This is analogous to the condition for the asymptotic exponentiality of the reported claim liability distribution of Section 3.4, as is discussed following (3.4.18).
5. CONCLUSIONS AND AREAS FOR FURTHER RESEARCH

This paper presents a cohesive and comprehensive modeling approach to the analysis of the claims payment process, relying heavily on risk and queueing theoretic techniques to account for the effects of statistical variation in both claims incurral and processing. A unique feature of the approach is the attempt to incorporate the effects of increased congestion of claims on the reported claims process.

Section 1 describes both the nature of the problem and the relevant risk theoretic background. In particular, the number of incurred claims is assumed to be a Poisson process, and some of its properties are described.

The unreported claim liability is the topic of Section 2. First, a compound Poisson model is proposed that requires knowledge only of the average reporting delay as well as the usual incurred claims information. The mean unreported liability is consistent with intuition, higher moments such as the variance are easily obtained, and the entire distribution can be calculated recursively with a computer. This allows one to choose the amount adequate to cover the liabilities with a specified probability, an approach suggested by Bragg [3]. Second, a generalization is presented that reflects differences in reporting patterns, while retaining the advantages of the compound Poisson form. Finally, a much more general model is discussed, which allows for a great deal of flexibility with respect to realistic phenomena, such as seasonality of incurred claims, business growth, heterogeneity of risk levels in the portfolio, inflation, and variability of reporting patterns. The added expense of the generalizations is more complicated mathematics, but the compound form of the unreported liability distribution is retained. Many of the various desirable ramifications are discussed.

The reported claim liability is considered in Section 3. First, it is shown quite generally that the reported and unreported claim liabilities are statistically independent of each other, implying that they can be analyzed separately. Also, the number of reported claims is shown to be approximately a Poisson process, which facilitates the use of queueing techniques. A compound geometric model for the unreported liability is proposed in Section 3.2 under the assumption that one claims evaluator processes claims in the order in which they are reported and that the processing times required for each claim are independent and exponentially distributed. The reported claim liability distribution can be evaluated recursively on a computer, and a simple exponential approximation for the right tail allows for a simple estimate of the amount needed to cover the liability for a fixed proportion of the time.
A somewhat more complex model involving several claims evaluators is described in Section 3.3. Although the computational details are slightly more onerous, there is little difficulty calculating the moments and the distribution (the latter recursively), and an exponential tail approximation for the right tail of the reported claim liability distribution is still available. These models can be combined to describe more complex evaluation systems through the use of networks, and a two-stage model representing claims "In Course of Settlement" and "Due and Unpaid" is outlined. Finally, an arbitrary processing time distribution and several evaluators are assumed. This general model reproduces an intuitively appealing mean reported claim liability. Although this model is more mathematically complex, the right tail of the reported claim liability distribution is still approximately exponential under fairly general conditions. In fact, these conditions are shown to be essentially those for the existence of the adjustment coefficient in ruin theory. An alternative asymptotic formula is given for some situations in which the exponential form does not hold.

The analysis of the delays in processing claims for payment is the subject of Section 4, in which it is argued that this is an important tool in the analysis of the efficiency of the claims evaluation system. The situation involving exponential processing times yields relatively simple moments and distributions of the delays, as shown in Section 4.2. In the more general formulation of Section 4.3, an expression is given for the moment generating function of the delay distribution, and it is shown that this formulation may represent different time periods of interest to the policyholder and the insurer. An exponential tail approximation for the delay is then derived, again under essentially the same conditions as those underlying the existence of the adjustment coefficient of ruin theory.

The paper describes a general approach to modeling the claims payment process and provides a basic set of quantitative tools for a variety of situations. Although the use of network models discussed in Section 3 provides an important framework within which quite complicated claims processing systems can be modeled, certain situations require more complicated models.

One such situation involves the possibility of resisted claims, which can often be dealt with through a redefinition of the single claim size distribution. Suppose, for example, that a proportion \( p \) of claims are assumed to be ultimately not paid. Then the single claim amount distribution \( f_X(x) \) could be replaced by one of the form \( p + (1 - p) f_X(x) \), where \( f_X(x) \) is now interpreted as the distribution of the amount payable given that something is payable. Even in the more complicated situation with partial payments, past
experience data could possibly be used to construct a distribution of the amount actually paid (if the data available do not already reflect this). A more difficult problem involves situations in which the size of the claim cannot be ascertained at the time of incurrual and is not independent of the processing time, and the approach of this paper may be unsatisfactory. Note that these may be the same situations in which the standard model of risk theory is also unsuitable, however.

One other possible feature involves the queueing mechanism assumed in the liability of reported claims. Rather than working on one particular claim until it is approved for payment, an evaluator may work on other claims (or even other types of insurance) while other work is done on the original claim or other information is obtained. Thus several claims may be processed simultaneously by a single evaluator. The use of network models may be appropriate here because the claims could be routed to another queue and then returned after additional information is obtained. A second possibility is to formulate a model in which the time of the evaluator is “shared” by several claims in the course of being approved. A simple method for incorporating this feature would be to assume that the evaluator acts like several evaluators, one for each claim.

There may be other features that one may wish to incorporate into the model for the liability of reported claims, and a queueing approach provides a systematic and unified methodology that can be utilized in a wide variety of situations.

As with other models such as Holsten’s [13], the model for reported claims assumes equilibrium has been reached, and removal of this assumption may be both desirable and difficult. Nevertheless, we hope that this approach provides valuable insight into the claims payment process and, in particular, to claim liabilities and the delays involved.
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